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Abstract

In this paper, we first introduce the formulation of the path optimization problem, then we
describes an optimization takeaway delivery path model. This model adopts split algorithm and
bipartite graph matching algorithm to calculate the best delivery scheme, makes use of Artificial
Bee Colony algorithm to get the best permutation with time and capacity constraints to acquire
the greatest satisfaction with least human resources, and minimizes the maximum delay time
and relatively balanced number of orders for each deliveryman. Also, in this paper, we give a
real-life example to test and verify the feasibility of the model.

Keywords: artificial bee colony algorithm; takeaway food distribution; optimization model; path
optimization; e-commerce terminal logistics distribution;
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1 Introduction
With the ever-accelerating progress of the network technique, the food delivery industry has

gained much popularity. An increasing number of people start to order delivery food via certain
platforms. Currently, the main method of order delivery food is that consumers connect the restau-
rant straightforward on the platform, at the same time, the platform distributes the missions to the
deliverers. However, the deliverer cannot proceed the missions properly due to the particularity of
this implement. It’s always a critical aporia that how to properly distribute the missions to the deliv-
erers since effective and efficient delivery is not only the foundation of e-business delivery but the
crux of improving the quality of delivery. When offering delivery service, the platform will stipulate
the time limit to ensure the arrival on time and the performance of the deliverers. The platform usu-
ally implements the worst option - squandering human resources to deliver the food, which harms the
fierce competition. As a result, setting time and the maximum number of orders that one deliverer
can distribute as the constraint condition to cut down the used number of deliverers as low as possible
has a huge impact on the platform, achieving energy-efficient missions for it.

The earliest problemmentioned path optimization of takeaway distribution is the Vehicle Routing
Problem, which can be recognized as the simplest version of this problem. It can be described as
designing the least weight delivery routes through a set of geographically scattered customers or
positions with several side restrains. Decades have passed since the publication of this paradox
in 1959 by Dantzig and Ramser, who simultaneously delivered a simple, inexact, matching-based
method for the solution. Various implements have been designed in the following years. The most
famous heuristic may be Clarke and Wright’s savings heuristic, considering as the most leading
algorithm because of its speed. More specifically, the initial exact algorithm was proposed in 1981
by Christofides and several years later, a method based on linear programming was proposed[1].
Entering the 21st century, a variety of exact algorithms based on mathematical interpretation have
been announced. Meanwhile, derivatives of the standard VRP problems was proposed along with the
development of the algorithm, such as capacitated vehicle routing problem(CVRP), vehicle routing
problem with time windows(VRPTW), multi-depot vehicle routing problem(MDVRP), etc.

VRP problems in the nineties flourished because of the emergence ofmodern heuristic approaches.
Also, it has promoted several algorithms’ understanding, growth, and development. Taboo search,
ant colony algorithm, and artificial bee colony algorithm are applied in VRP. The best way to search
is by wide and deep search in the solution domain. As a result, researchers from worldwide applied
and combined different algorithms. Berthold, Ochi utilized genetic algorithm, M.Lang and S.Hu de-
rived combined genetic algorithm. However, papers in the domain of takeaway food delivery are still
scarce. These years in China scholars published several papers along with the development of the
Chinese delivery food distribution industry. W.Gao adopted a firework algorithm to select routes of
delivery with consideration of safety[3]. J.Zhai and Y. Tai exploited genetic algorithms and finished
the problem including time window constraints and customers’ special needs[4].

The artificial bee colony algorithm discussed in this paper is a swarm-based meta-heuristic al-
gorithm introduced by D.Karaboga in 2005, which is based on the foraging behavior of bees[5].
This algorithm is first implemented on function numerical optimization. Due to its excellent perfor-
mance, comparable with other meta-heuristic algorithms, and rather a simple process, it is capitalized
on various numerical optimization problems, including neural network training[6], image process-
ing[7], etc. Also, it can be employed on discrete optimization, involving standard VRP [8], minimum
spanning tree[9], etc. It is worth to mention that A.Banharnsakun proposed the solution to the TSP
problem, where the author extended the neighborhood search from a regular method to crossing route
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based on greedy algorithm. Meanwhile, several scholars proposed improvement aiming at the algo-
rithm itself. Y. Xue proposed global optimized artificial bee colony algorithm[18] and D.Karaboga
proposed combinational artificial bee colony algorithm[17].

However, consider the real-life experience, according to the actual observation, most companies
do not consider to cut the human resource budget and do not choose to employ as many deliverers
as possible because of severe constraints that if a customer’s order arrives late, the company will
compensate money and potential customer churn. Though it does pledge that orders are distributed
on time, companies dissipate unnecessary costs. Under some special circumstances, the maximum
delay is too high to tolerate for customers, causing additional customer churn. If platforms can aiming
to reduce human resources and maximum delay time, reaching a relatively balanced status for orders,
the performance and competitiveness will be greatly enhanced for the takeaway distribution industry.

This paper investigates artificial bee colony algorithm as a searching method, split algorithm to
reduce manpower as low as possible and bipartite graph matching to curtail the maximum delay time
to achieve balanced distributed orders. the optimization takeaway delivery path model for the food
delivery industry is developed where the artificial bee colony algorithm is applied to determine the
sequence of the delivery and is combined with other implements to solve the optimization problem.
A real application of Wanda Plaza in Jingqi Road, Jinan is modeled and analyzed and the optimized
result is obtained, the model and algorithm developed in this paper can be used in food delivery
companies.

2 Question Analysis and Modeling
Consider a certain food court as the only depot, there arem deliverers serve for the platform. The

average speed of the deliverers is v and the maximum capacity is G.
Customers make orders via the platform and the platform distributes missions by section to de-

liverers. Assume that the set of orders placed in a time period is S, each order has a capacity of
ci, i ∈ S. The distance between customer i and j is dij, i, j ∈ S. Customers distance between food
court is d0i, i ∈ S.

Some customers have arrival time limits. If the customer does not set a limit, the platform com-
mits that each order should be distributed in a certain amount of time. Each customer has a required
time of arrival, denoted by t1i , i ∈ S.

When arranging missions, all the deliverers are working, the mission have been distributed is
denoted by ak, k = 1, 2, 3, . . . ,m. The start time, which the deliverers’ time of return to the food
court, is denoted by t2k, k = 1, 2, . . . ,m.

When distributing missions, the first element into consideration is the time limit. If mission
occupies a long time, the lower the delay time, the better. If the time does not surpass the time limit,
then the delay time is 0.

Given a distribution scheme, each customer’s delay time is whether 0 or a positive number and
the maximum value of the delay time is the maximum delay time. The objective is to minimize the
maximum delay time.
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Figure 1: Example of distribution problem

The income of each deliverer is proportional to his or her orders, and as a result, the balanced
mission should be taken into consideration to bridge the gap between income inequality.

In conclusion, this problemwill select deliverers, distribute the orders and the sequence of orders.

2.1 Analysis
Let k-th deliverer’s availability be xk, k = 1, 2, . . . ,m. The indicator that k-th deliverer chooses

customer i is denoted by yki, k = 1, 2, . . . ,m, i ∈ S, where 1 denotes chosen and 0 denotes not
chosen. If do not choose deliverer k, then the capacity is 0, otherwise, it cannot exceed G.∑

i∈S

ciyki ≤ Gxk, k = 1, 2, . . . ,m (2.3)

A customer can only be distributed by only one deliverer.

m∑
k=1

yki = 1, i ∈ S (2.4)

Each deliverer should plan the route of delivery, that is, plan the sequence of customers. As for
the k − th deliverer who distributes customers i and j, set variable zkij, k = 1, 2, . . . ,m, i, j ∈ S. If
the route is from i to j, then zkij = 1, otherwise is 0. Only when i and j are served by k can they can
be on the same route, as a result:

zkij ≤ (yki + ykj)/2, k = 1, 2, . . . ,m, i, j ∈ S (2.5)

zk0i ≤ yki, k = 1, 2, . . . ,m, i ∈ S (2.6)

zki0 ≤ yki, k = 1, 2, . . . ,m, i ∈ S (2.7)

Each customer can only enter and exit once:

m∑
k=1

(∑
j∈S

zkij + zki0

)
= 1, i ∈ S (2.8)
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m∑
k=1

(∑
j∈S

zkji + zk0i

)
= 1, i ∈ S (2.9)

To avoid one deliverer’s route emerges two circuits, the route should satisfy:

ui − uj ≥ 1 +R
(
zkij − 1

)
, k = 1, 2, . . . ,m, i ∈ S, j ∈ S ∪ {0} (2.10)

in which R is a big positive number and ui is the potential of i.
Set the arrival time of i to be ti, i ∈ S, the arrival time of the food court is t0 = 0, so:

ti =
∑
j∈S
j ̸=i

((
tj +

dji
v

) m∑
k=1

zkji

)
+

m∑
k=1

(
d0j
v

+ t2k

)
zk0i, i ∈ S (2.11)

Set the delay time for i− th customer to be t3i , i ∈ S, so:

t3i = max
(
0, ti − t1i

)
, i ∈ S (2.12)

The number of customers that the deliverer will distribute is :

ak +
∑
i∈S

yki, k = 1, 2, . . . ,m (2.13)

So the objective functions are:
minmax

i∈S
t3i (2.1)

min

(
max{ak +

∑
i∈S

yki∥k = 1, 2, . . . ,m} −min{ak +
∑
i∈S

yki∥k = 1, 2, . . . ,m}

)
(2.2)

6



2.2 Modeling

min max
i∈S

t3i (2.1)

min

(
max{ak +

∑
i∈S

yki∥k = 1, 2, . . . ,m} −min{ak +
∑
i∈S

yki∥k = 1, 2, . . . ,m}

)
(2.2)

s.t.
∑
i∈S

ciyki ≤ Gxk, k = 1, 2, . . . ,m (2.3)

m∑
k=1

yki = 1, i ∈ S (2.4)

zkij ≤ (yki + ykj)/2, k = 1, 2, . . . ,m, i, j ∈ S (2.5)
zk0i ≤ yki, k = 1, 2, . . . ,m, i ∈ S (2.6)
zki0 ≤ yki, k = 1, 2, . . . ,m, i ∈ S (2.7)
m∑
k=1

(∑
j∈S

zkij + zki0

)
= 1, i ∈ S (2.8)

m∑
k=1

(∑
j∈S

zkji + zk0i

)
= 1, i ∈ S (2.9)

ui − uj ≥ 1 +R
(
zkij − 1

)
, k = 1, 2, . . . ,m, i ∈ S, j ∈ S ∪ {0} (2.10)

ti =
∑
j∈S
j ̸=i

((
tj +

dji
v

) m∑
k=1

zkji

)
+

m∑
k=1

(
d0j
v

+ t2k

)
zk0i, i ∈ S (2.11)

t3i = max
(
0, ti − t1i

)
, i ∈ S (2.12)

ak +
∑
i∈S

yki, k = 1, 2, . . . ,m (2.13)

This model is a non-linear integer programming that has a large number of variables and con-
straints. Utilizing regular approaches will not gain a feasible result. Instead, this paper will consider
evolutionary algorithms.

3 Algorithm Analysis
This problem involves divisions of customers, distribution of mission and the sequence of de-

livery. How to determine the sequence is the vital key to this problem. However, when given a
sequence, the division of customers and the distribution of mission is relatively simple.

As a result, this paper utilizes artificial bee colony algorithm to determine the sequence of the
delivery and uses other implements to solve the objective function.

These two objectives have different priorities. As a result, in determining the value of the objec-
tive function, each function value is weighted by a certain coefficient.
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The main algorithm of this paper is artificial bee colony algorithm(ABC), which is composed of
three distinct parts: employed bees, unemployed bees and food sources. In a sentence, this algorithm
can be described as the process of approaching the best food source.

There are three flocks of bees in the artificial bee colony algorithm: employed bees search in
a specific food source, onlooker bees which observe the dance of employed bees and search in the
neighborhood and scout bees which randomly search for food sources when the food source is de-
pleted. In the beginning, the initial food source is found by scout bees. Then employed bees receive
the signal of scout bees and start to search around the food sources but ceaselessly collecting honey
will drain the food source. At that time, employed bees will transform into scout bees to search
another food source. In the algorithm, the position of a food source represents a feasible solution,
the amount of honey represents the quality of the food source and the number of employed bees
represents the number of solutions.

3.1 Key Techniques
3.1.1 Coding Method

A feasible solution vector is denoted as x⃗ij = (x1, x2, . . . , xN),, where x⃗ij represent the i − th
generation’s j − th food source, and x1, x2, . . . , xN denotes the full permutation of all customers.

First define function random_shuffle(x⃗):

Algorithm 1 random_shuffle(x⃗)
count ⇐ size of x⃗
for i ⇐ 0 to count do

swap(x[i], x[random(i, count))
end for

where swap(a, b) denotes that values of a and b are swapped and random(i, j) denotes that
generate a random number between i and j.

Assume a solution vector is x⃗ = (a1, a2, . . . , aN), according to constraints and parameters, all em-
ployed bees transform into scout bees, thus randomly search for the vector x⃗m(m = 1...SN , SN :)the
size of the population. The initial solution vector is determined by this formula:

x⃗ = random_shuffle(1, 2, . . . , N) (3.1)

3.1.2 Calculating Objective Function

This step is divided into two parts. First, cut the route by the split algorithm and choose the
deliverers according to the start time.

I. Use split algorithm to determine the shortest path with the least edges.

Generate foundation graph with capacity constraint, and then calculate each customer’s arrival
and delay time, and set the maximum delay time as the weight of the edge. Then delete the edges
from large to small until there is no route whose number of edges is less than or equal to m. Then
the former step’s result is the best solution to this problem. Steps are:

First step: generate the foundation graph with capacity constraints, denoted as w = ∞, ow = ∅
Second step: calculate each customer’s arrival time and delay time.
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Third step: calculate each edge’s maximum delay time as the weight of the edge.
Fourth step: determine the route that as least number of edges, if there is no route of the number

of edges is greater thanm, then stop calculating and print w and ow, otherwise, turn to the next step.
Fifth step: find the maximum value of weight among edges of the route, let w equals the maxi-

mum value of the route and ow record the best solution. Delete all the edges greater than or equal to
w, turn to step four.

II. Generate a bipartite graph, the vertices represent deliverers and routes, the weight is the sum
of delayed time and the start time of the deliverers.

Delete the edges from large to small after calculating the maximum matching until the pair of
matching is less thanm.

First step: generate the bipartite graph, denote p = ∞, op = ∅.
Second step: calculate the weights of each edge which equal the sum of delayed time and the

start time of the deliverers.
Third step: determine the maximum matching of the bipartite matching of the graph. If the

matching number is less thanm, stop the algorithm and print p, op. Otherwise, turn to the next step.
Fourth step: search the maximum weight of the matching and set p equal to the maximum weight

of the matching, op is the best solution. Delete all the edges greater or equal to p and turn to step 3.
That calculate the number of customers that each deliverer will serve and determine the difference

between the largest and the least number of customers is the objective function.
Example:
Assume a feasible solution is x⃗1 = (1, 4, 6, 5, 2, 3), the capacities are c⃗ = (30, 20, 60, 10, 50, 20),

G = 100, v = 50 and the time limit is 10, the following foundation graph can be generated.

i 1 2 3 4 5 6
0 300 600 700 500 300 650

Table 1: Values of d0i

d14 d46 d65 d52 d23
400 600 900 300 100

Table 2: Values of dij

Figure 2: foundation graph

9



Then, use the heap optimized Dijkstra algorithm, determine the route from point 1 to point 0
which has least number of edges. In this example, the route is 1− > 4− > 5− > 0. Find the largest
edge in this path and delete all the edges greater than or equal to this edge. Which is transform to the
following graph:

Figure 3: Graph After First Iteration in SPILT

However, this graph becomes an unconnected graph, indicating that the route in former step is
the best route.

The time complexity is O(n2 logn).
Assume there are four deliverers in this area, the starting time of each deliverer is (2, 5, 4, 7). The

points denoted with a are the deliverer and b are the routes. The first step is to connect all the points
from a to b.

Figure 4: foundation bipartite graph

Randomly match the bipartite graph, assume the results are a1− b3, a3− b2, a4− b1, where the
largest edge possesses weight of 12. Delete all the edges greater than or equal to this edge. The result
is:
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Figure 5: Graph after first iteration in the matching

Randomly match again, assume the results are a1− b2, a2− b3, a4− b1, where the largest edge
possesses weight of 10. Delete all the edges greater than or equal to this edge. The result is:

Figure 6: Graph after second iteration in the matching

where point b2 cannot be matched. Consequently, the result in former step is the best solution.
That is, the best solution is a1− b2, a2− b3, a4− b1.

The time complexity is O(n4) and the total time complexity is O(n4).
The value of the objective function is (3− 1) ∗ 0.5 + 10 = 11.

3.1.3 Selection Method of Onlooker Bees

Employed bees transmit the information of the food source, the quality of the food source, by
dancing to the onlooker bees, who select the food source by chance. In the algorithm, this step is
usually performed by Roulette method.

The possibility, pm, of select food source, x⃗m, is determined by the following formula.

pm =
fitm(x⃗m)

SN∑
m=1

fitm(x⃗m)

(3.2)

where fitm(x⃗m) is the function value of x⃗m, SN is the population size.
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3.1.4 Neighborhood Search

The discretization of neighborhood search is based on the concept of swap operator and swap
sequence based on K.Wang’s research[10]. The defined swap operator is the alternative of traditional
neighborhood search. Define swap operator SO(i1, i2) denotes that to swap the position of point ai1
and ai2 in the solution vector. As a result, x⃗new = x⃗+SO(i1, i2), whose+ is not the original meaning.
For example, assume the solution vector is x⃗1 = (2, 6, 4, 3, 1, 5, 7), swap operator is SO(2, 6), thus
the new solution is x⃗new = x⃗1 + SO(2, 6) = (2, 5, 4, 3, 1, 6, 7).

Define swap sequence SS as a queue which composes of multiple swap operators, denoted as
SS = (SO1, SO2, . . . , SOn). In this problem, the sequence will continuously update so it can be
described as x⃗new = x⃗+ SS = (((x⃗+ SO1) + SO2) + · · ·+ SON).

3.1.5 Scout Method

When a certain employed bee’s food source’s quality cannot progress after a specific iteration,
this food source will be abandoned and the employed bee will transform into scout bee and randomly
search for food source according to (3.1).

3.2 Corresponding Relation

Definition of Artificial Bee Colony Algorithm Definition in this problem
food source solution vector

quality of food source objective function
neighborhood search swap operator
best food source the solution with least function value

Table 3: Corresponding Relation

3.3 Algorithm Steps
Step 1: Set the parameters, including bee colony size size, maximum iteration times time, re-

placement possibility p, maximum replacement time limit ,current replacement time stilli and cur-
rent iteration time k = 0.

Step 2: Randomly generate m/2 permutation x⃗i as the food source of the employed bees, use
the improved split algorithm and the maximum matching algorithm to calculate each food source’s
objective function fi, i = 1, 2, . . . , m

2
. Record the maximum value of the objective function, denoted

as of , and the corresponding permutation is denoted as ox.

Step 3: Use Roulette method (formula (3.2)) according to the objective functions value of per-
mutations to determine the number of onlooker bees ki.

Step 4: Every employed bee and its onlooker bees implement neighborhood search and randomly
generate swap operator SOi. The new solution vector is x⃗i1 = x⃗i + SO1. Determine the solution
which has least function value fmini = min fij and record the corresponding permutation oxi. If
fmini < fi, use the permutation oxi to replace the food source x⃗i, fi = fmini, stilli = 0. Oth-
erwise, generate random number r. If r < p, then replace the former permutation, stilli = 0, or
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stilli = stilli + 1, i = 1, 2, . . . , m
2
.

Step 5: For every onlooker bee, if stilli ≥ limit, then randomly generate a permutation x⃗i to
replace the former food source and calculate the objective function fi.

Step 6: k = k + 1. Determine the minimum value of each food source ofk and record the cor-
responding permutation oxk. If ofk < of , then of = ofk, ox = oxk.

Step 7: If k ≤ T , turn back to step 3, otherwise, stop the algorithm steps and print the results ox
and of .

3.4 Algorithm Steps Pseudocode
The below algorithms shares global variables.

Algorithm 2 Dijkstra(g, s, rec)

set que ⇐ a Min-heap with first element value and second element number, where que.push(a, b)
denotes pushing a element with value a and number b
∀i, di ⇐ ∞, visi = 0
ds = 0, que.push(0, s)
while que is not empty do

x ⇐ the root number of que
pop the root
if visx = 1 then
go to next circulation

end if
visx ⇐ 1
for i ⇐ 1 to the number of connected nodes of x do

v ⇐the i-th connected node of x
if dv > dx + 1 then
dv ⇐ dx + 1, que.push(dv, v)

end if
end for

end while

Algorithm 3 bibartite_graph_matching(g)

set globalmchi ⇐the match result, dfni ⇐the timestamp, ans ⇐the number of matchings.
for i ⇐ 1 to the number of nodes in the g do
if dfs(i, i) =true then

ans = ans+ 1
end if

end for
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Algorithm 4 dfs(u, vis)
for i ⇐ the i-th connected point of u do
if dfni ̸= vis then
dfni ⇐ vis
if mchi = 0 or dfs(mchi, vis) then
mchi ⇐ u
return true

end if
end if
return false

end for

Algorithm 5 calculate_fitness(x⃗)
generate temporary fundamental graph gr according to capacity
while the route between start point and point 0 exists do
set a temporary graph grt, which is identical as gr but weights are all 1.
Dijkstra(grt, start point)
setmax_weight ⇐ max

edge∈route
weight

delete all the edges ≤ max_weight
end while
Generate a bipartite graph g where the left side denotes the deliverers and the right side denotes
orders. All the nodes from left are connected with all the nodes from right. The weight are the
time of the deliverer plus the delayed time of the orders.
while the maximum number of matching equal to the split route number do

bibartite_graph_matching(g)
setmax_weight ⇐ max

edge∈mchleft side of the graph
weight

delete all the edges ≤ max_weight
end while
return objective function value
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Algorithm 6 neighborhood_search(i, j, p)
fit1ij ⇐ 1/calculate_fitness(x⃗ij)
generate SO(i1, i2)
x⃗t ⇐ x⃗ij + SO(i1, i2)
fit2 ⇐ 1/calculate_fitness(x⃗t)
if fit1 < fit2 then

x⃗ij ⇐ x⃗t , stillj ⇐ 0
else
generate a random number r
if r < p then

x⃗ij ⇐ x⃗t , stillj ⇐ 0
end if

else
stillj ⇐ stillj + 1

end if

Algorithm 7 optimization steps

set time, limit, S, size, stilli, p
for i ⇐ 1 to m

2
do

set x⃗1i ⇐ (1, 2, . . . , card(S))
random_shuffle(x⃗1i)
f1i ⇐ calculate_fitness(x⃗1i)
of = min

i∈1,2,...,m
2

f1i, ox ⇐ the solution vector of of

end for
for i ⇐ 1 to time do
for j ⇐ 1 to size

2
do

select food source by formula (3.2)
neighborhood_search(i, j, p)
if stilli = limit then

random_shuffle(x⃗ij)
end if
set ofk ⇐ min

j∈1,2,...,m
2

fij, oxk ⇐ the solution vector of ofk

if ofk < of then
of ⇐ ofk, ox ⇐ oxk

end if
end for

end for

4 Example
Assume Wanda Plaza in Jingsi road, Jinan (denoted by red arrow) is the food court. The neigh-

borhood area(2km2) has orders wait to be delivered.
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Figure 2: Example

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
800 750 650 150 100 150 450 700 500 600 300 900 500 600 1000

Table 4: Value of d0i

1 2 3 4 5 6 7
5 3 10 7 1 2 3

Table 5: Value of deliverers’ time delay

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
50 100 70 10 80 50 80 100 120 60 30 30 80 100 60

Table 6: Value of ci

(omit the table of dij)
There are 7 deliverers who have capacity of 300, velocity of 100, an extra 4 minute to deliver an

order and 8 minute of limit between orders in this area.
After iterations, the best solution vector is x⃗ = (9, 10, 3, 8, 1, 2, 11, 5, 4, 6, 7, 13, 14, 15, 12) and

the best deliverers are 2, 5, 6, 7.
The allocation of orders in the solution vector is 9, 10, 3, |8, 1, 2, |11, 5, 4, 6, 7, |13, 14, 15, 12 and

the function value is 2 ∗ 0.5 + 1 = 2.

5 Conclusion
This paper establishes an optimization model of path routing of takeaway food distribution based

on the artificial bee colony algorithm to determine the permutation of the delivery, the split algorithm

16



to identify the sections of distribution and the maximum matching algorithm to calculate the best
matching of deliverers and sections of distributions. In the real-life example, the result reveals that
the number of deliverers can be greatly reduced, freeing up budget and personnel for platforms, which
indicates that the efficiency and the effectiveness of delivery can be greatly enhanced.
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