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Abstract

Computed tomography (CT) is a 3-dimensional medical imaging modality that
uses X-ray beams to generate cross-sectional images of the human body. Due to
its ability to accurately depict the internal structure of the body, CT is widely
used in medical diagnosis. However, the diagnostic value of CT images is often
severely impaired by metal artifacts, which are errors in the image induced by
the presence of metal implants. While most existing metal artifact reduction
(MAR) algorithms operate on data acquired by a single X-ray energy spectrum,
this study proposes a model that operates on data generated by dual-energy
CT, a less popular CT technique that acquires projection information using 2
distinct energy spectra to achieve a higher capability for material differentiation.
The proposed MAR model is a novel end-to-end convolutional autoencoder-based
network that achieved outstanding performance (Structural Similarity Index >
0.994, Mean Squared Error < 7 × 10−6, Peak Signal-to-Noise Ratio > 58 dB)
on a remarkably small training set of 390 instances. Since MAR networks are
commonly trained on manually synthesized metal artifact simulations, this study
also proposes a data synthesis method that replaces the manually segmented
realistic metal implant shapes used in conventional metal artifact data simulation
with randomly generated polygons. The proposed data synthesis method vastly
improves the efficiency of the data generation process.

Keywords: Computed tomography (CT), deep learning, metal artifact reduction (MAR),
image synthesis
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1 Introduction

1.1 CT Imaging

Computed tomography (CT) is a non-invasive imaging technique that represents a major
advance for medical diagnostics. It provides comprehensive 3-dimensional information with
spatial and contrast resolution far exceeding that possible in conventional 2-dimensional X-ray
images.

A CT scan is conducted by aiming an X-ray beam at the patient while rotating the beam
around the body. After penetrating the body, the X-ray beam is received by CT detectors
that generate signals that are then processed by the computer to form projections. All of the
projections taken at different projection angles are stacked together horizontally to create a
sinogram, with each horizontal line on the sinogram representing a projection taken at a single
projection angle. After data acquisition, the sinogram is reconstructed into a readable image
using reconstruction algorithms. Reconstructed images can then be interpreted by a physician
[42]. The most commonly used reconstruction algorithm is the filtered back projection (FBP)
algorithm, which this study uses to simulate reconstructed images.

The attenuation coefficient quantifies the capability of a material to absorb and weaken
(attenuate) an incident energy beam [55]. CT uses the attenuation of the X-ray beam to
distinguish between different materials: for example, materials with lower attenuation co-
efficients, such as soft tissues, tend to attenuate the beam less than materials with higher
attenuation coefficients, such as bones and metals (see Figure 1).

In CT images, attenuation is reflected in the voxel value (a voxel being the 3-dimensional
equivalent of a pixel). When produced as a result of a beam’s passage through adjacent
regions of the body that differ in their degree of attenuation, a discernible difference in voxel
values defines the contrast resolution of the CT image.

Figure 1: Attenuation coefficient of different materials as a function of energy [46]. The attenu-
ation coefficient of a material is generally correlated with its density.
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1.2 Metal Artifacts in CT

The clinical plausibility of a CT image is dependent on the image’s fidelity to the scanned
object. Therefore, the suppression of CT artifacts is often essential for the clinician’s diag-
nostic confidence. CT artifacts are errors in the CT image. They are especially severe when
induced by the presence of metal implants. Metal implant-induced artifacts, usually referred
to as metal artifacts, can deteriorate CT image quality to non-diagnostic degrees.

Most metal artifacts are caused by beam hardening, a process that occurs due to the
reconstruction algorithm’s inability to accommodate for the polychromatic nature of the X-
ray spectrum. To aid understanding, a polychromatic X-ray spectrum is visualized in Figure
2. When an X-ray beam penetrates an object, the lower-energy photons in the X-ray are more
easily attenuated than the higher-energy photons. The polychromatic beam, therefore, loses
the lower-energy part of its spectrum, which causes the mean intensity of the transmitted X-
ray beam to increase, or “harden”, and become higher than the mean intensity of the initial
X-ray beam [1].

Figure 2: The X-ray spectrum at the 120kV tube voltage when different filters are used. Filters
(metal sheets placed between the X-ray beam and the patient) are commonly used to filter out
some low-energy photons to partially reduce metal artifacts.

Beam hardening produces streaks around high-density objects, such as bones or metal
implants in a clinical CT image (see Figure 3). After a beam passes through a hard material
(a material with a high attenuation coefficient) and becomes ”hardened”, it is attenuated
much less when it then passes through soft materials as the lower-energy photons in the beam
have already been lost. This results in a lower voxel value of the softer material, making it
appear darkened on the image [1]. Streaks can obscure key information on the image and
impede medical evaluation.
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Figure 3: The effect of streaks modeled by 3 plastic cylinders (soft material) surrounded by 3
metal cylinders (hard material). Dark and bright streaks between the metal cylinders impede the
inspection of the plastic cylinders. [6]

Beam hardening only occurs in CT machines that use energy-integrating detectors (EIDs).
EIDs calculate signals by integrating the total energy deposited by all transmitted photons.
On the contrary, photon-counting detectors (PCDs) can register the energies of individual
photons to attain spectral information and avoid beam hardening. However, due to the high
costs of PCDs, they are not typically clinically available [43]. Most CT images, therefore,
suffer from beam hardening artifacts.

1.3 Theory

Because beam hardening is the main source of metal artifacts, this study aims to perform
MAR through reducing beam hardening-induced artifacts. In this section, the mathematical
theory behind the beam hardening reduction task is introduced in detail.

1.3.1 The Main Source of Metal Artifacts: Beam Hardening

This subsection explains the mathematics behind beam hardening.
Diagnostic CT imaging devices use polychromatic X-ray beams to generate attenuation

information. When a polychromatic X-ray beam penetrates a single material, the relationship
between the incident (initial) beam intensity I0 and the transmitted X-ray beam intensity I
can be modeled by the following logarithmic equation:

ln
(I0
I

)
= Pp

= ln
( ∫

S(E)dE∫
S(E)e−

∫ l
0 µ(x,E)dxdE

) (1)

where Pp denotes the logarithmic polychromatic projection value, µ(x,E) denotes the
energy-dependent attenuation coefficient at position x along the ray under the energy level of
E, and S(E) denotes the spectrum of X-ray energies.

However, the polychromatic projection value must be reconstructed to form a readable
monochromatic image. After the polychromatic projection sinogram is first pre-processed
with a mathematical process involving the Fourier transform, it is then reconstructed with
the reconstruction algorithm to form a monochromatic image [61]. This study simulated beam
hardening effects with the most commonly used reconstruction algorithm: the FBP algorithm
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[42]. According to the FBP, the relationship between I0 and I after the X-ray penetrates a
single material can be modeled by the following equation:

− ln

(
I

I0

)
= Pm =

∫ l

0
µ(x)dx (2)

where Pm denotes the logarithmic monochromatic projection value and µ(x) denotes the
attenuation coefficient at position x along the ray.

As shown in Equation 2, the FBP makes 2 assumptions: 1) the X-ray spectrum is
monochromatic and 2) the attenuation coefficient is energy-independent. Because the as-
sumptions made by the FBP overlooks both the spectral nature of the X-ray beam and the
energy dependence of the attenuation coefficient, the FBP reconstruction introduces discrep-
ancies between the physical reality of the object and the reconstructed projection of the object.
These discrepancies produce beam hardening artifacts in the reconstructed image.

1.3.2 Mathematics of Beam Hardening Correction

Since beam hardening is caused by the disparity between the polychromatic projection value
Pp and the reconstructed monochromatic projection value Pm, the goal of beam hardening
correction is to minimize the difference between the Pp and Pm of each voxel. This minimiza-
tion can be done through linearization, which aims to predict the Pm value through Pp data.
Single-material linearization was proposed by Herman and Trivedi [44]. Their linearization
method suggests that when the X-ray beam penetrates a single material, the relationship
between Pp and its corresponding monochromatic value Pm can be modeled by the following
polynomial:

Pm = f(Pp) = anP
n
p + an−1P

n−1
p + ...+ a0 (3)

where n is the order of the polynomial and a0, a1, a2, . . . , an are the coefficients of the
polynomial. Typically, n is a value between 1 and 4, but higher polynomial degrees may be
needed for the linearization of high-density materials.

Since the single-material linearization method introduced above can only perform beam
hardening correction on objects with homogeneous material compositions, Peter M. Joseph
and Robin D. Spital [45] proposed a multi-material linearization method to be used for objects
with heterogeneous material compositions. Specifically, this method assumes that the object
is comprised of 2 materials: a hard material with a higher attenuation coefficient and a soft
material with a lower attenuation coefficient. The relationship between the I0 and I after
passing through the object is therefore modeled as:

− ln
( I
I0

)
= pm =

∫
µHdlH +

∫
µSdlS (4)

where pm denotes the logarithmic monochromatic projection value, µH and µS denote the
attenuation coefficients of the hard and soft materials respectively, lH and lS represent the
path lengths (distance traveled by the X-ray in the material) of the hard and soft materials
respectively.

The polychromatic projection value can be modeled as:
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pp = − ln
(∫ S(E)e−

∫ lH
0 µ1(x,E)dx−

∫ lS
0 µ2(x,E)dxdE∫

S(E)dE

)
= − ln

(∫ S(E)e−
∫ lH
0 µ1(x,E)dxdE∫
S(E)dE

)
− ln

(∫ S′(E)e−
∫ lS
0 µ2(x,E)dxdE∫

S′(E)dE

)
= pH + pS

(5)

where S′(E) denotes the spectrum that has been “hardened” by the hard material that has
propagation length lH , pp denotes the logarithmic polychromatic projection value, and pH
and pS denote respectively the polychromatic contributions of the hard and soft materials.

The relationship between S′(E) and S(E) can be represented by:

S′(E) = S(E)e−
∫ l1
0 µ1(x,E)dx (6)

There are 2 stages of multi-material linearization. The first stage involves building a
lookup table (LUT) for soft material correction. The propagation length of the hard material
is then discretized and each discrete propagation length lH is assigned to a certain step. For
each step, a polynomial fit f is used to linearize the polychromatic contribution of the soft
material (pS) to the monochromatic contribution (mS) under the corresponding S′(E) using
Equation 7.

mS = f(ps) = anp
n
s + an−1p

n−1
s + ...+ a0 (7)

where n is the order of the polynomial and a0, a1, a2, . . . , an are the coefficients of the poly-
nomial.

The second stage is the correction stage which takes place after the initial reconstruction.
During this stage, the hard material is first segmented. Then, lH is used to index from the
LUT to correct the soft material. The monochromatic contribution of the hard material is
calculated with the following equation:

mH = µH(E0) × lH (8)

where E0 is the monochromatic energy level.

1.4 Related Works

Linearization is the theoretical basis for beam hardening correction-focused MAR methods
in that the goal of MAR is to transform the polychromatic projection into a monochromatic
projection. Instead of using the polynomial f(x) in Equation 3 to achieve this goal, however,
existing MAR methods implement algorithms to correct beam hardening.

Although MAR has been a popular field of research and development for 4 decades [15],
there is still no universal solution to the problem [16], [17]. Existing literature has explored
both conventional interpolation-based and deep learning-based MAR methods.
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1.4.1 Conventional MAR

Conventional MAR algorithms can be roughly classified into 3 groups –– 1) pre-processing,
2) post-processing, and 3) dual-energy CT (DECT). The drawbacks of the most popular
conventional MAR algorithms are summarized in Table 1

Pre-processing methods are applied to the sinogram. They attempt to model the physical
source of metal artifacts (e.g. beam hardening [56], [57], [58] or photon starvation [59]) to
correct the raw data accordingly [10]. Pre-processing methods are not effective in removing
artifacts caused by the presence of high-density metals [35].

Post-processing methods are applied to the reconstructed image. Popular post-processing
methods include linear interpolation (LI) and iterative reconstruction. LI replaces the cor-
rupted area of the projection with approximations made with neighboring uncorrupted pixels.
Approximations made by LI tend to be accurate if a priori information about the body com-
position of the scanned area is incorporated in the forward projection [11], [12], [13], [14].
However, when a priori information is unavailable, the values estimated by LI are often
incorrect [7]. The iterative reconstruction (IR) algorithm is used to generate images from
uncorrupted projections [18], [19], [20], [21] or projections that have been corrected through
other algorithms [22]. IR methods are usually effective, but they are computationally ineffi-
cient due to the large number of iterations required.

Unlike conventional single-energy CT that uses 1 X-ray spectrum to acquire attenuation
information, DECT uses 2 distinct X-ray energy spectra that are usually produced at tube
voltages of 80kVp and 140kVp [23], [24]. The difference in attenuation information acquired
by the 2 spectra allows for better differentiation of the material composition [9]. The extra
spectral information acquired increases the size of the dataset, which is the main reason that
relatively fewer studies have focused on DECT-based MAR [51]. Both sinogram domain and
reconstruction image domain DECT methods have been proposed, but the former normally
works better than the latter because the images in the reconstruction domain have already
been contaminated by metal artifacts.

Method name Drawbacks Works

Pre-processing
Ineffective in the presence

of high density-metals
[56], [57], [58], [59]

LI
Requires information about the

material composition of the scanned area
[11], [12], [13], [14], [7]

IR Computationally inefficient [18], [19], [20], [21], [22]
DECT Requires large dataset size [23], [24], [9]

Table 1: The drawbacks of different conventional MAR methods.

1.4.2 Deep Learning-Based MAR

To tackle the shortcomings of conventional MAR methods, deep learning-based methods were
developed. The first deep learning-based MAR method was developed in 2017 by Gjesteby,
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et al. [28]. Since then, there has been an increasing body of literature on deep learning-based
MAR methods, most of which claim superior performance to conventional MAR methods.
Within the existing works, both supervised and unsupervised methods have been proposed.

Supervised methods are trained using metal artifact-corrupted images as the input and
metal artifact-free images as the target. The nature of supervised learning requires that every
input image be paired with an anatomically identical target image. Because this requirement
is impractical to fulfill within the clinical setting, most supervised methods resort to simulating
paired metal artifacts-corrupted and uncorrupted CT images to generate the paired training
set. Within supervised learning, the convolutional neural network (CNN) architecture has
achieved success on both normal dose CT [35], [36] and low dose CT (a type of CT scan
that provides 1.4 mSv of radiation instead of the 7mSv that regular CT provides) [30], [31],
[32], [33], [34]. Most notably, Park et al. [29] employed a supervised U-Net [38] for MAR
that achieved promising results on titanium hip prostheses. A unique CNN model that this
study took inspiration from is the Butterfly-Net [62], which was not developed for MAR but
was designed to decompose 2 base materials, bone and tissue, in metal implant-free DECT
images. The Butterfly-Net operates on the image domain and does not employ encoding
or decoding. Its main innovation is its double-entry double-out architecture that splits the
model into 2 parallel material decomposition pathways, with each pathway responsible for the
decomposition of 1 material. The model takes 2 dual-energy images as input and outputs the 2
decomposed material masks. An innovative feature of the Butterfly-Net is its implementation
of a crossover architecture that allows information exchange between the 2 material generation
pathways.

The main advantage of unsupervised learning methods is their ability to learn with un-
paired data, which allows them to overcome the difficulty of acquiring paired metal artifact-
corrupted and uncorrupted CT images. The training set of unsupervised learning methods
usually consists of a small number of labeled images combined with a large number of un-
labeled images. A commonly used unsupervised learning model is the Cycle-GAN model
[40], [39], which is a generative adversarial network that employs a cycle consistency loss to
allow for unpaired image learning. The Cycle-GAN used a U-Net [38] structure to perform
upsampling and downsampling of the input image. Liao, et al. [37] proposed the artifact
disentanglement network (ADN) that separates, or “disentangles” the metal artifact and the
content component (anatomical structure) by separately processing the encoding and decod-
ing of the artifact and content components for the unpaired inputs. The ADN is operated on
synthesized data, which is easier to collect than real clinical data.

Lyu, Yuanyuan, et al. [41] sought to combine the advantages of both supervised and
unsupervised MAR methods with the development of an unpaired dual-domain network (U-
DuDoNet) trained using unpaired data and which operates on both the sinogram and the
image domain. It directly simulates the process of artifact generation using two U-Nets, one
on each domain.

10
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2 Approach

2.1 Motivation

A novel end-to-end convolutional autoencoder-based MAR network is proposed. The network
is trained on dual-energy data so as to utilize DECT’s advantage over single-energy CT in
material decomposition tasks [50]. Similar to the U-DuDoNet [41], the proposed model is
designed to combine the advantages of both supervised methods and unsupervised methods.

Although CNNs are known for being powerful at image processing [52], the performance
of a CNN is heavily reliant on the size of its training dataset [53]. The large dataset size
typically required for CNN training not only reduces the CNN’s computational efficiency but
also increases the difficulty of data acquisition, especially when the model trains on clinical
data whose availability is limited by patient privacy protection policies. To reduce the training
dataset size and maximize the CNN’s learning efficiency, data augmentation was performed
to include a greater material diversity in the training dataset.

The proposed model, similar to most other deep learning-based MAR models, is trained
on simulated metal artifact images created by overlaying metal implant-free CT images with
realistic metal implant shapes. In an effort to reduce the extensive time and effort spent on the
manual collection, segmentation, and pre-processing of realistic metal implant masks, an au-
tomatic synthetic implant generation method was developed to replace realistic metal implant
shapes conventionally used for metal implant simulation with randomly generated polygons.
At the core of the proposed CNN framework is an end-to-end auto-feature extraction process
that minimizes the need for human supervision.

The innovations of the proposed approach are summarized below:

1. A novel end-to-end convolutional autoencoder MAR network

2. A systematic data generation method that improves the performance and
efficiency of the proposed network

2.2 Data Simulation

The proposed model is a supervised learning method that requires the training set to consist of
pairs of metal artifact-corrupted input images and uncorrupted yet otherwise identical target
images. Due to the impracticality of acquiring such pairs of images in real clinical datasets,
these pairs of images were simulated.

Metal implant-free CT images were overlaid with metal implant simulations to create
uncorrupted virtual monochromatic target images (VMIs) that are used as images and metal
artifact-corrupted input images.

2.2.1 Clinical Data for Simulation

Metal implant-free CT images with dimensions of 512 × 512 pixels consisting of bone and
tissue were used as bases to lay metal implant simulations upon. These images were acquired
from the open-source Low Dose CT Grand Challenge (LDCT) dataset and DeepLesion dataset
[47] to simulate realistic metal artifact-corrupted images. From the LDCT dataset, 90 slices of
normal dose CT scans were chosen: 30 slices of the hip area and 60 of the abdomen area. To
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diversify the training set, the slices were taken from 5 different patients. From the DeepLesion
dataset, 40 slices from a single patient were chosen. Of the slices, 4 are of the shoulder area,
20 are of the head area, 12 are of the teeth area, and 4 are of the hip area.

2.2.2 Simulation of Metal Artifact-Corrupted Sinograms

The general workflow of simulating metal artifact-corrupted sinograms involves the follow-
ing steps: 1) thresholding the implant-free CT images slice by slice to calculate the material
component of each voxel, 2) overlaying the implant-free images with the simulated metal
implant masks, 3) ray tracing to create masks of each material, 4) calculating the metal
artifact-corrupted polychromatic sinogram using the material masks. In step 4 of the work-
flow, 2 distinct polychromatic sinograms were created at the simulated tube voltages of 80 and
140kVp, respectively. The sinograms created at 80 and 140kVp are the dual-energy inputs to
the MAR network.

The DECT spectra at the tube voltages of 80 and 140kVp were generated with the
SPEKTR 3.0 tool [48]. Ray tracing of each material was performed in the ASTRA tool-
box [49] using the Siddon algorithm. The reconstruction of the polychromatic sinogram was
based on Equation 1. The attenuation coefficients of bone, soft tissue, and the metal of choice
were included in the calculation process of the metal artifact-corrupted input sinogram. Since
metal artifacts in the sinogram are created by the inclusion of the metal attenuation coeffi-
cient, the metal mask is not included in the calculation process of metal artifact-free target
sinograms: only the bone and soft tissue masks are reconstructed.

The soft thresholding method used to assign voxels to different materials is in accordance
with the method used by Zhang, Yanbo, et al. [35]. Voxel values (attenuation coefficients)
below a certain threshold T1 are assumed to contain soft tissue, whereas voxel values above a
higher threshold T2 are assumed to contain bone. Voxel values between T1 and T2 are assumed
to be a mixture of the 2 materials. A weighting function for bone is introduced as,

w(xi) =


0 xi ≤ T1

1 xi ≥ T2
xi−T1
T2−T1 T1 < xi < T2

(9)

where xi is the ith voxel value of x. Therefore, the soft tissue value xs and bone value xb
can be expressed as,

xbi = w(xi)xi (10)

xwi = (1 − w(xi))xi (11)

2.2.3 Experimental Data Preparation

2 groups of metal implant masks were used for the simulation of corrupted and uncorrupted
images. The first group of masks were realistic metal implant shapes conventionally used
for the simulation of metal artifacts. The second group of masks consists of automatically
generated random polygons. The training was performed separately on the 2 groups of artifact
simulations to compare the performance of the models trained on the 2 data generation
methods. 7 masks from each group were used for training. Each mask was assigned to
multiple CT slices taken of 1 body part.
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Data augmentation was performed on both groups of metal implant masks to include a
large diversity of materials, shapes, and sizes. The diversifying of the training set improved
the generalizability of the CNN so that it can operate on an extremely small training set of
390 instances, out of which 130 are corrupted input images simulated at the tube voltage of
80kVp, 130 are corrupted input images simulated at the tube voltage of 140kVp, and 130 and
uncorrupted target virtual monochromatic images.

The dataset of realistic metal implant masks consists of 7 manually segmented metal
implants. 4 common types of metal implants were simulated. They are 1) fixation screws,
2) hip prostheses, 3) dental fillings, and 4) surgical clips. The materials for the simulated
implants are: titanium, steel, copper, gold. The attenuation coefficients of simulated materials
were acquired from the NIST dataset [46]. Figure 4 shows all 7 realistic metal implants used
for training. The images in the figure are cropped from the initial image dimensions of 512 ×
512 pixels to better focus on the metal implants.

The general workflow of the pre-processing required for metal implant simulation is given
in Figure 5. To simulate the fixation screws (Figure 4c, 4b, 4d, 7c, 7b), CAD drawings of
commonly used fixation screw shapes were used as models. The models were rotated and
resized in a Python environment using CV2 and PIL libraries to create a metal implant mask.
The mask was then converted into a binary image for further use. Surgical clips (Figure
4e) and dental fillings (Figure 4f) were masked from the DeepLesion dataset, and the hip
prostheses masks (Figures 4a, 7a) were manually drawn on the image on appropriate joint
locations. To increase the shape diversity of the group 1 training set and to prevent overfitting,
a gold piece (Figure 4g) with a randomly generated shape meant to resemble what a metal
implant may realistically look like in certain images was added to the dataset.
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(d) Steel pedicle screw (e) Copper surgical clips (f) Copper dental fillings

(g) Random gold piece

Figure 4: 7 reconstructed images with realistic metal implant shapes contained inside the red
squares.

14



20
21

 S.-T
. Y

au
 H

igh
 Sch

oo
l S

cie
nc

e A
ward

Figure 5: The process of generating a metal implant sinogram from a CAD image.

For the simulation of the second group of training data, 7 randomly generated polygonal
metal inserts were assigned to a diverse range of material densities and sizes. 6 examples of
these polygonal metal inserts on CT images are shown in Figure 6. To be consistent with the
first group of training data and to allow a fair assessment of the effectiveness of each data
generation method, the materials simulated in group 2 are correspondent with the materials
simulated in group 1. The material distribution across metal implants is also correspondent
with that of the group 1 training set: there are 2 titanium implants, 3 copper implants, 1
steel implant, and 1 gold implant.

Figure 6: Examples of reconstructed images with randomly generated polygonal implants con-
tained in the red rectangles.

The 2 models trained on both groups of training datasets were tested a small training
dataset of 3 simulated metal artifact-corrupted images reconstructed from realistic metal
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implant masks. The 3 realistic metal implant masks used for testing are: the titanium hip
screw (Figure 7a), the gold pedicle screw (Figure 7c), and the steel shoulder fixation screws
(Figure 7b).

(a) Titanium hip screw (b) Steel shoulder fixation screws (c) Gold pedicle screw

Figure 7: The testing dataset containing 3 realistic metal-artifact corrupted images. Metal implant
simulations are contained in the red squares.

2.3 Proposed Network

The proposed CNN-based MAR method is inspired by the multi-material linearization method
[45] that uses a polynomial function to transform the polychromatic signal to a corresponding
monochromatic one. As CNNs are powerful at introducing pixel-level non-linear transforma-
tions and extracting spatial information shared by neighboring pixels (e.g. tissue texture,
material density, etc.), this study replaces the polynomial function f(x) in Equation 3 with
a CNN to produces a corrected virtual monochromatic image (VMI) from a metal artifact-
corrupted polychromatic image.

An autoencoder structure was chosen to extract the local neighborhood information from
the input data. The use of symmetric contractive and expanding paths to perform encoding
and decoding is inspired by the U-Net architecture [38]. The upsampling and downsampling
procedures not only helps the CNN learn different levels of features from the image but also
increases the computational efficiency of the model.

Inspired by the Butterfly-Net [62], The proposed method employs material decomposition
pathways. To tailor the network to the MAR task, the proposed network operates on the
sinogram domain to correct the data before metal artifacts appear. Because the double-entry,
double-out architecture of the Butterfly-Net can only decompose bone and soft tissue, the
network was modified to make for a triple-entry, single-out architecture that is capable of
MAR.

The main features of the proposed convolutional autoencoder are summarized in Table
2. The advantages that these attributes provide have been verified by the previous works
explored in the Related Works subsection of this paper. This is shown on Table 2, where
the related works that used the techniques to achieve excellent results are listed beside the
corresponding techniques.
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Attribute Related Works
Autoencoder architecture [29], [39], [41], [37]

Convolutional layers [35], [36], [30], [31], [32], [33], [34]
Material decomposition pathways [62]

Crossover network [62]
Use of DECT data [23], [24], [62]

Table 2: The model’s attributes and the related works that verified the advantages that these
attributes.

2.3.1 Network Architecture

At the training stage of the CNN, the network takes the dual energy sinograms (2 metal
artifact-corrupted sinograms taken at 80 and 140kVp tube voltages respectively) and the
simulated metal path length as the training input, and takes the uncorrupted VMI as the
training target.

At the application stage of the CNN, the network takes 3 inputs –– the 2 dual-energy
sinograms and the metal implant mask sinogram –– and outputs the corrected VMI. The
general architecture of the trained network is shown in Figure 8. The metal path length,
if not initially known, can be acquired with the following steps: 1) reconstructing the dual-
energy corrupted sinograms, 2) segmenting the metal implant from the reconstruction using
the Canny edge detector [60], 3) ray tracing of the segmented metal implant to acquire its
path length.
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Figure 8: The triple-entry, single-out architecture of the MAR network. 3 copies of the input
(corrupted dual-energy data and metal mask sinogram) are separately fed into the 3 material
decomposition pathways in the convolutional autoencoder to output a VMI image.

A detailed architecture of the trained convolutional autoencoder is shown in Figure 9.
The network is divided into 3 stages. Stages 1 and 2 are dedicated to material decomposition
inspired by the Butterfly-Net [62]. There are 3 materials to be distinguished by the network:
soft tissue, bone, and the metal of choice, which are represented by M1, M2, and M3 on Figure
9. 3 individual pathways are created to retrieve the 3 corresponding material masks in the
image. Each material retrieval pathway considers 3 inputs (represented by D1, D2, and D3):
1) a metal artifact-corrupted polychromatic sinogram generated at the 80kVp tube voltage,
2) a second metal artifact-corrupted polychromatic sinogram generated at the 140kVp tube
voltage, 3) the metal implant mask sinogram. The 2 sinograms generated at the clinically
used DECT tube voltages of 80kVp and 140kVp are combined to reconstruct a DECT image.
The path length information provided by the metal implant mask sinogram provides the CNN
with spatial and contextual information necessary for auto-feature extraction.

Stage 1 involves the feature extraction that uses convolutional layers to transform the 3
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inputs to each material pathway into a set of feature maps unique to the material. The feature
maps are then fed into 3 separate streams (represented by S1, S2, and S3) and the network
enters stage 2.

In stage 2, each stream uses the material feature maps learned in stage 1 to decompose
the different materials in the image. The 3 separate streams are trained to have different
parameters adapted to learn separate materials. Interaction between the streams, inspired by
the Butterfly-Net [62], is introduced in this stage to help the convolutional layers in this stage
learn about each material mask. For example, the convolutional layers of the bone pathway
may take the spatial information in the metal feature map to help itself learn the spatial
information about the bone mask in the image.

In stages 1 and 2, convolutional layers are used to downsample the image with a stride of
2. 3 contractive paths are used to downsample the image from the original grid size of 64×64
to a smaller grid size of 8 × 8. Each convolution is followed by batch normalization and a
rectified linear unit (ReLU) activation function.

In stage 3, upsampling of the image is performed through 3 expanding paths that increase
the grid size from 8 × 8 to 64 × 64. The 3 streams are concatenated, added, and flattened.
The decomposed materials are then processed by a fully connected layer to be recombined
into a single VMI output.

Figure 9: The structure of the autoencoder. D1, D2, and D3 represent the 3 inputs, respec-
tively; S1, S2, S3 represent the 3 streams, respectively; M1, M2, M3 represent the 3 materials,
respectively.
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The effectiveness of the model is validated by comparing the corrected VMI with the
uncorrupted ground truth VMI.

2.3.2 Training Environment

The proposed model was run on the Ubuntu operating system on the NVIDIA 2080Ti GPU
hardware environment. The model was implemented with the TensorFlow and Keras frame-
works in Python 3.6.

The CNN has 16 filters and uses 3×3 kernel to extract features from the input patch and
map them to the target patch. The stride size is 2. The network was trained using the Adam
optimizer over 200 epochs with a batch size of 32. 10% of the training set goes towards the
validation set. The base learning rate was 5×10−4. Batch normalization and a rectified linear
unit (ReLU) activation function was introduced after every convolutional layer. Each epoch
took approximately 20 minutes to complete. If there is no improvement after 10 epochs, the
learning rate is reduced by a factor of 0.2. The lower bound on the learning rate is set as
1 × 10−7.

The chosen loss function is the squared L2 norm loss, also known as mean squared error
(MSE) loss. MSE is expressed as the mean of squared distances between the model’s target
values and predicted values. The MSE loss function seeks to minimize the value of MSE,
which is calculated with the Equation below:

MSE =

N∑
i=1

(yi − ŷi)
2 (12)

Where N denotes the number of samples being tested, i denotes the index of each value,
ŷ is the target value, and y is the predicted value.

2.4 Performance Metrics

The metrics chosen for model performance evaluation are Mean Squared Error (MSE), Peak
Signal-to-Noise Ratio (PSNR), and Structural Similarity Index (SSIM).

MSE (Equation 12) represents the average squared difference between the estimated values
of a pixel and the actual pixel value. The higher the MSE, the lower the quality of the
reconstructed image. PSNR, measured in decibels (dB), represents the ratio between the
maximum possible value (power) of a signal and the power of distorting noise that affects
the quality of its representation. The equation for PSNR is presented below, where MAXI

represents the maximum possible pixel value of the image. Since the reconstructed images
are 8 bits per sample, MAXI is 255. MSE in the equation represents the MSE between the
2 images.

PSNR = 10 × log10(
MAX2

I

MSE
) (13)

The higher the PSNR, the better the quality of the reconstructed image. Generally, a
PSNR value above 35dB is considered an indicator of good image quality.

SSIM calculates the similarity between 2 images based on a weighted comparison of the
luminance, contrast, and structure of the images. The maximum value of the SSIM is 1. The
closer the SSIM is to 1, the better the quality of the reconstructed image.
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3 Results

3.1 Model Performance

Figure 10: The respective columns of Group 1 and Group 2 present the artifact reduced images
processed by the proposed CNN. The CNN of Group 1 was trained with the simulation of real
metal implants, while the CNN of Group 2 was trained with randomly generated polygons. Both
Groups demonstrate significant image quality improvement comparing to the corrupted image.

For ease of communication in the figures and tables in this section, each metal implant mask
in the testing data is assigned to a number: 1 represents the image with a titanium hip screw
mask (Figure 7a), 2 represents the image with a steel shoulder fixation screws mask (Figure
7b), 3 represents the image with a gold pedicle screw mask (Figure 7c).

The qualitative results of metal artifact correction are displayed in Figure 10. The VMI
predicted by a model trained on the group 1 dataset of realistic metal implant simulations
is compared to the VMI predicted by a model trained on the group 2 dataset of randomly
generated polygonal metal simulations. The corrupted image (the reconstructed image gen-
erated at the 80kVp tube voltage) and the uncorrupted ground truth image are presented for
reference.
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Table 3 displays the quantitative evaluation of the performance of the model trained on
the group 1 training set.

Metric 1 2 3 Average
MSE 9.71 × 10−6 2.59 × 10−6 7.46 × 10−6 6.59 × 10−6

PSNR (dB) 5.62 × 101 6.19 × 101 5.73 × 101 5.84 × 101

SSIM 9.89 × 10−1 9.98 × 10−1 9.95 × 10−1 9.94 × 10−1

Table 3: Quantitative performance of the model trained on the group 1 training set

Table 4 displays the quantitative evaluation of the performance of the model trained on
the group 2 training set.

Metric 1 2 3 Average
MSE 5.87 × 10−6 7.80 × 10−6 7.27 × 10−6 6.98 × 10−6

PSNR (dB) 5.83 × 101 5.71 × 101 5.74 × 101 5.76 × 101

SSIM 9.94 × 10−1 9.95 × 10−1 9.96 × 10−1 9.95 × 10−1

Table 4: Quantitative performance of the model trained on the group 2 training set

As can be seen from the tables above, both models achieved outstanding performance
across all evaluation metrics.

3.2 Automatic Metal Implant Generation Method

Table 5 compares the average performance of the models trained on the group 1 and group 2
training sets across all 3 testing set images. The column titled “Percentage Difference” shows
the absolute value of the difference between the average score of group 1 and the average score
for each evaluation metric.

Metric Group 1 average Group 2 average Percentage Difference (%)
MSE 6.59 × 10−6 6.98 × 10−6 5.80

PSNR (dB) 5.84 × 101 5.76 × 101 1.43
SSIM 9.94 × 10−1 9.95 × 10−1 1.48 × 10−1

Table 5: Quantitative performance comparison between the models trained on group 1 and group
2 training sets. The model with superior performance in each metric is highlighted in yellow.

As displayed in Figure 10 and Table 5, the performance achieved by the model trained on
group 2 dataset is comparable to that achieved by the model trained on the group 1 dataset.
The difference between the quantitative performance of the 2 models is relatively insignificant
across all evaluation metrics. The model trained on group 2 even managed to outperform the
model trained on group 1 in the SSIM metric.
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4 Discussion

4.1 Summary of Contributions

This study proposed a novel end-to-end CNN algorithm for MAR in medical CT. The proposed
network uses dual-energy data to yield high-quality metal artifact-reduced images with an
average SSIM index higher than 0.994, an average PSNR higher than 58 dB, and an average
MSE lower than 7 × 10−6.

Compared to conventional single-energy CT, DECT’s use of multiple energy spectra in
data acquisition allows for a more precise measurement of energy-dependent attenuation co-
efficients. DECT’s diagnostic advantage makes possible many clinical applications, including
quantitative iodine mapping, virtual non-contrast imaging, bone differentiation, etc. How-
ever, even though most hospitals are equipped with DECT hardware, DECT is not widely
utilized in clinical practice due to clinicians’ concern that an increase in the X-ray spectra
would subsequently increase the radiation dosage. This concern, however, has been proven
unfounded: DECT does not increase the radiation dosage compared to single-energy CT [4].
With the proposed convolutional autoencoder, this study has demonstrated DECT’s potential
in MAR.

Along with the MAR network, an innovative synthetic data generation method was pro-
posed to automate the metal implant simulation process by replacing manually segmented
realistic metal implant shapes with randomly generated polygons. Not only does the model
trained on data simulated using polygons achieve comparable performance to the model
trained on the same number of realistic metal implant simulations, but the improved effi-
ciency of the metal implant generation process can boost the generalizability of the CNN by
allowing for easy collection of large datasets.

4.2 Limitations and Future Work

The major source of weakness of the proposed model is its small training dataset size. A
small training dataset makes it difficult to optimize performance, especially for deep learning
algorithms as their performance is heavily reliant on dataset size. However, one of the goals
of this study was to create a model that minimizes the need for a large training dataset. The
proposed network certainly achieved this goal. The excellent results achieved by the model
trained on a dataset of merely 390 instances reflect the tremendous potential of the proposed
network.

Another potential drawback of the CNN is posed by its requirement for knowledge of the
metal implant’s path length. To acquire the path length, the metal implant mask needs to be
segmented. If photon starvation (insufficient photons reaching the detector) occurs, the metal
implant would be incorrectly segmented. In the future, a method needs to be developed to
correct the signal corrupted by photon starvation.

Lastly, this study was limited by the absence of comparative performance analysis. Al-
though the original intention of this study was to compare the proposed MAR model with
existing state-of-the-art MAR models, there were no available open source codes of MAR
algorithms to implement and compare performance with. Future work on this topic would
need to include comparison with other methods.
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