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On Finite Subgroups in the General Linear Groups over an

Algebraic Number Field

Li Ying

Abstract

As is well-known, there are only finitely many isomorphic classes of finite subgroups
in a given general linear group over the field of rational numbers. This result can be
generalized to any algebraic number field. While the case of field of rational numbers is
relatively well-studied, we still do not know much for general algebraic number field cases.
In this article, we discuss the finiteness of isomorphic classes of finite subgroups of general
linear groups over an algebraic number field. We give a method to calculate a bound for
the orders of the finite subgroups and to classify finite cyclic subgroups.
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1 Introduction

For a given natural number n, it is well-known that, up to isomorphism, there are finitely many
finite subgroups of GLn(Q). It is a result dating back to the era of Minkowski [3]. Decades
later, Schur generalizes this result by replacing Q with any algebraic number field [5]. He
used the character theory of finite groups to obtain this result.

Many works have been done on the classification of finite subgroups of GLn(Q). We have
even thorough classification results when n is relatively small. See for example [1, 2]. However,
for other algebraic number fields, we still do not have too many classification results.

The ultimate goal of our project is to determine, up to isomorphism, all finite subgroups of
GLn(K) for a given n ∈ N and for an algebraic number field K. In practice, we have obtained
the following partial results that we shall present in the following parts of this article:

• In Section 2, we give a general method to classify finite cyclic subgroups of GLn(K).

• In Section 3, we propose another proof of Schur’s result [5] in the case where the ring
of integers is a principal ideal domain, without using character theory of finite groups.

• In Section 4, we give a general method to calculate an upper bound of finite subgroups
of GLn(K).

The general results proposed in Section 2 and Section 4 can be applied directly to concrete
examples. For example:

1. The order of any finite subgroup of GL2(Q[
√
−1]) divides 96 and finite cyclic subgroups

of GL2(Q[
√
−1]) are exactly C1, C2, C3, C4, C6, C8, C12, up to isomorphism.

2. The order of any finite subgroup of GL2(Q[
√
−2]) divides 48 and finite cyclic subgroups

of GL2(Q[
√
−2]) are exactly C1, C2, C3, C4, C6, C8, up to isomorphism.

3. The order of any finite subgroup of GL3(Q[
√
−1]) divides 384 and finite cyclic subgroups

of GL3(Q[
√
−1]) are exactly C1, C2, C3, C4, C6, C8, C12, up to isomorphism.

4. . . . . . .

The above results are calculated explicitly in Section 2.3 and 4.3 .
The above results can help us classify finite subgroups in GLn(K) even if we do not know

the thorough classificaition. For example, the symmetric group S5 is not in GL2(Q[
√
−1]),

since |S5| contains 5 as a factor whereas we prove that the order of any finite subgroup of
GL2(Q[

√
−1]) divides 96. For similar reasons, we know that S5 is not in GL2(Q[

√
−2]) or in

GL3(Q[
√
−1]), either.

2 Finite Cyclic Subgroups of GLn(K)

In this section, we are going to give a method to classify finite cyclic subgroups of GLn(K). By
definition, classifying cyclic subgroups is equivalent to finding all possible orders of elements
in GLn(K). We find that this problem is closely related to the irreducibility of cyclotomic
polynomials in different fields. So we start with a brief introduction to cyclotomic polynomials.

2
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2.1 Cyclotomic Polynomials

Let n be a natural number and Un be the set of n-th primitive roots of unity in C. In other

words, Un contains the complex numbers of the form e
2πik
n with k coprime with n. One may

define a polynomial with complex coefficients in the following form:

Φn(X) :=
∏
ζ∈Un

(X − ζ).

We call Φn the n-th cyclotomic polynomial. This polynomial is clearly of degree φ(n), where
φ(n) denotes the Euler totient function. We list some properties of cyclotomic polynomials
that we shall utilize afterwards.

Proposition 1 Let Φn(X) denote the n-th cyclotomic polynomial.

1. Xn − 1 =
∏
d|n Φd(X).

2. For each n, Φn is a polynomial with integer coefficients.

3. Φn is irreducible in Q[X].

Proof

1. Since Xn − 1 and
∏
d|n Φd(X) are both monic polynomials, we can prove the equation

by showing that they have the same roots. The roots of Xn − 1 can be written as e
2πik
n

where k = 0, 1, . . . , n − 1. Let d be the greatest common divisor of k and n, thus k
d is

coprime with n
d , i.e., e

2πik
n is a root of Φn

d
(X). Therefore, Xn− 1 =

∏n−1
0 (X − e

2πik
n ) =∏

d|n Φd(X).

2. First, we are going to prove that Φp is a polynomial with integer coefficients when p is a
prime number. Since Xp − 1 = Φ1(X)Φp(X) = (X − 1)Φp(X), we can easily know that
Φp(X) = Xp−1

X−1 = 1+X+X2+ · · ·+Xp−1, which shows that Φp(X) is a polynomial with
integer coefficients. Here is a fact we are going to use later : when f, g, h ∈ C[X] are
monic polynomials and f = gh, if f, g ∈ Z[X], then h is also a polynomial with integer
coefficients. Hence, we assume by induction that for any m < n, Φm(X) is in Z[X].
Since Xn − 1 = Φn(X)

∏
d|n,d<n Φd(X), Φn(X) is a polynomial with integer coefficients

because of the fact mentioned above.

3. This result is well-known and a standard proof can be found in, for example, the Theorem
4.2.6 of [7, p.94]

�

Corollary 2.1.1 Let ζn ∈ Un be an n-th primitive root of unity. Then, [Q[ζn] : Q] = φ(n).

Proof Since ζn is a root of Φn, which is irreducible in Q[X], Φn is the minimal polynomial
of ζn over Q. Then, we can know that [Q[ζn] : Q] = deg Φn = φ(n) by the basic knowledge of
the field extension theory. �

3

20
20

 S. -T
. Y

au
 H

igh
 Sch

oo
l S

cie
nc

e A
ward



2.2 Constraints for the order of an element

In this part, we shall give a constraint for the order of an element of GLn(K).
To begin with, let ζn be an n-th primitive root of unity and let Φn(X) be the n-th

cyclotomic polynomial. We know that Φn(X) is irreducible in Q[X]. Φn(X) may not be
irreducible in K. It is natural to consider the irreducible decomposition of Φn(X) in K[X].
In fact, we have the following proposition:

Proposition 2 Any irreducible factor of Φn(X) in K[X] is of the same degree, namely,
[K[ζn] : K].

Proof Let Φn(X) = Φn1(X) . . .Φnr(X) be the irreducible decomposition. We may assume
ζkn is a root of Φn1(X), then Φn1(X) is the minimal polynomial of ζkn over K. By the basic
knowledge of the field extension theory, we can know that [K[ζkn] : K] = deg Φn1. It is obvious
that K[ζkn] ⊂ K[ζn]. Moreover, since k is coprime with n, let a, b ∈ Z make ak + bn = 1, and
then ζn = ζak+bnn = (ζkn)a(ζnn )b = (ζkn)a ∈ K[ζkn]. As a result of K[ζkn] ⊃ K[ζn], we can know
that K[ζkn] = K[ζn]. Therefore, deg Φn1(X) = . . . = deg Φnr(X) = [K[ζkn] : K] = [K[ζn] : K].
�

In what follows, we shall denote

φK(n) := [K[ζn] : K].

Notice that φQ(n) = φ(n) is nothing but the Euler totient function.

Theorem 2.2.1 Let K be an algebraic number field and n a natural number. Let A ∈
GLn(K) be an element of order d. Then d must be the least common multiple of some integers
`, not necessarily distinct, such that the sum of these φK(`) is less or equal to n.

Proof Let µA be the minimal polynomial of A whose order is d. Then µA | Xd − 1 and
µA - Xd′−1 for 1 ≤ d′ < d. By the property of cyclotomic polynomials, Xd−1 =

∏
`|d Φ`(X).

If we write Φ`(X) by its irreducible decomposition:

Φ`(X) = Φ`1(X) . . .Φ`r`(X),

thus the irreducible decomposition of Xd − 1 over K[X] is

Xd − 1 =
∏
`|d

Φ`1(X) . . .Φ`r`(X).

Therefore, µA | Xd − 1 implies that µA is the product of some irreducible factors of Xd − 1,
which is to say,

µA(X) =
∏

some `|d

Φ`1(X) . . .Φ`s`(X).

where 1 ≤ s` ≤ r`. We claim that the least common multiple of these ` must be d. In fact,
we assume by contradiction that the least common multiple of these integers ` is d′ where
1 ≤ d′ < d, and then µA | Xd′ − 1, which contradicts the fact that µA - Xd′ − 1 for any
1 ≤ d′ < d. By the discussion above, since deg Φ`i(X) = φK(`) for any 1 ≤ i ≤ s`, we
can know that degµA =

∑
s`φK(`) for some ` | d and the least common multiple of these
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` is d. On the other hand, by the Hamilton-Cayley theorem, µA | χA, so we can give that
degµA ≤ degχA = n, which can give a constraint∑

s`φK(`) ≤ n

for some ` | d and the least common multiple of ` is d. �

Corollary 2.2.1 There are only finitely many possible orders of elements in GLn(K) for a
given n and a given algebraic number field K.

Proof Let d be the order of an element in GLn(K). Due to the fact that

[K[ζ`] : Q] = [K[ζ`] : Q[ζ`]] · [Q[ζ`] : Q] = [K[ζ`] : K] · [K : Q],

we get this equation:

φK(`) = [K[ζ`] : K] =
[K[ζ`] : Q[ζ`]] · φ(`)

[K : Q]
.

Specially, it means this inequation:

φK(`) ≥ φ(`)

[K : Q]
.

Combined with the constraint in the theorem above, this inequation implies that∑
s`φ(`) ≤ n[K : Q]

for some ` | d and the least common multiple of ` is d. As known, there are only finitely
many natural numbers ` whose Euler totient function φ(`) ≤ n[K : Q]. Therefore, as the
least common multiple of some ` satisfying φ(`) ≤ n[K : Q], d has only finitely many possible
values. �

2.3 Some Examples

In this section, we are going to classify finite cyclic subgroups forGL2(Q[
√
−1]), GL3(Q[

√
−1]),

GL2(Q[
√
−2]) and GL3(Q[

√
−2]) by using the method mentioned above to show how the

machinary works. For this purpose, we stretch a famous result from [7, p. 111: Corollary
4.5.4]:

Theorem 2.3.1 Let d > 1 be a natural number and we define a set

Ad =

{(
−1

p

)
p : for odd prime numbers p dividing d

}
∪ {−1 : if 4|d} ∪ {2 : if 8|d}.

Let m be a square-free integer. Let ζd denote a d-th primitive root of unity. Then
√
m ∈ Q[ζd]

if and only if m is a nontrivial product of distinct elements in Ad.

5
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Example Let K = Q[
√
−1] and n = 2. Let d be the order of an element in GL2(Q[

√
−1]).

Considering the equation we have shown above:

φK(`) =
[K[ζ`] : Q[ζ`]] · φ(`)

[K : Q]
,

since [K : Q] = 2 in this occasion, we can show by Theorem 2.3.1 that

[K[ζ`] : Q[ζ`]] =

{
1 if

√
−1 ∈ Q[ζ`], i.e., 4 | `

2 if
√
−1 6∈ Q[ζ`], i.e., 4 - `

which indicates that, in this case,

φK(`) =

{
φ(`) if 4 - `
1
2φ(`) if 4 | `

Thus, φK(`) ≤ n = 2 indicates that {
φ(`) ≤ 2 if 4 - `
φ(`) ≤ 4 if 4 | `

Then, by calculation, we find that ` has seven possible values: 1, 2, 3, 4, 6, 8, 12. Since d is the
least common multiple of some `, with the constraint∑

s`φK(`) ≤ n,

the possible values of d are 1, 2, 3, 4, 6, 8, 12, which means that in GL2(Q[
√
−1]), there are

seven kinds of finite cyclic subgroups whose orders are possibly 1, 2, 3, 4, 6, 8 or 12. Next we
show that these orders can indeed be obtained.

In fact, we can exactly find possible elements of different orders to show their existence:

d = 1

(
1 0
0 1

)
d = 2

(
−1 0
0 −1

)
d = 3

(
1 3
−1 −2

)
d = 4

(
i 0
0 i

)
d = 6

(
−1 −3
1 2

)
d = 8

(
1 i− 1
1 −1

)
d = 12

(
i −3i
i −2i

)
Using the same method, we can restrain the possible orders of elements of GL3(Q[

√
−1])

to be 1, 2, 3, 4, 6, 8, 12. They are the same with those of GL2(Q[
√
−1]). To show the existence,

if A is a 2× 2 matrix in GL2(Q[
√
−1]) with order d, then(

1 0
0 A

)
would be a 3× 3 matrix of order d in GL3(Q[

√
−1]).

6
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Example Let K = Q[
√
−2] and d be the order of an element in GL2(Q[

√
−2]). According

to the Theorem 4.3.1 above, we can get the following equation the same way we do in the
preceding example:

[K[ζ`] : Q[ζ`]] =

{
1 if

√
−2 ∈ Q[ζ`], i.e., 8 | `

2 if
√
−2 6∈ Q[ζ`], i.e., 8 - `

which indicates that, in this case,

φK(`) =

{
φ(`) if 8 - `
1
2φ(`) if 8 | `

We now use the result of the preceding section to classify finite cyclic subgroups ofGLn(Q[
√
−2])

for n = 2, 3.

• When n = 2, φK(`) ≤ 2 indicates the following inequation:{
φ(`) ≤ 2 if 8 - `
φ(`) ≤ 4 if 8 | `

Then, by calculation,we find that ` has six possible values: 1, 2, 3, 4, 6, 8. Since d is the
least common multiple of some `, with the constraint∑

s`φK(`) ≤ n,

the possible values of d are 1, 2, 3, 4, 6, 8, which means that in GL2(Q[
√
−2]), there are

six kinds of finite cyclic subgroups whose orders are possibly 1, 2, 3, 4, 6 or 8. We list
possible matrices whose order is exactly among those possible values we find.

d = 1

(
1 0
0 1

)
d = 2

(
−1 0
0 −1

)
d = 3

(
1 3
−1 −2

)
d = 4

(
0 1
−1 0

)
d = 6

(
−1 −3
1 2

)
d = 8

(
−
√
−2 1

1 0

)
• When n = 3, like the occasion when n = 2, φK(`) ≤ 3 indicates the following inequation:{

φ(`) ≤ 3 if 8 - `
φ(`) ≤ 6 if 8 | `

Then, by calculation,we find that ` has six possible values:1, 2, 3, 4, 6, 8. Since d is the
least common multiple of some `, with the constraint∑

s`φK(`) ≤ n,
7
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the possible values of d are 1, 2, 3, 4, 6, 8, which means that in GL3(Q[
√
−2]), there are

six kinds of finite cyclic subgroups whose orders are possibly 1, 2, 3, 4, 6 or 8. If A is a
2× 2 matrix in GL2(Q[

√
−2]) with order d, then(

1 0
0 A

)
would be a 3× 3 matrix of order d in GL3(Q[

√
−2]).

3 Finite Subgroups of GLn(K)

In this section, we are going to prove that there are only finitely many finite subgroups of
GLn(K) for a given natural number n > 0 and an algerbraic number field K, whose ring
of integers OK is a principal ideal domain. First, we will show that any finite subgroup of
GLn(K) is isomorphic to a subgroup of GLn(OK). Then after modulo a well-chosen prime
element x in OK , we find any finite subgroup of GLn(OK) is isomorphic to a subgroup of
GLn(OK/(x)), while the latter, as a finite group, has only finitely many finite subgroups.

3.1 Free Modules over a Principal Ideal Domain

A general result on free modules over a principal ideal domain is that submodules of a free
module of rank n is free and of rank no greater than n. We will give a proof of this result.

We begin by giving the definition of an A-module. It is a generalization over vector spaces
over a field. But the properties of A-modules are more complicated.

Definition Let A be a commutative ring. A module M over A is a set endowed with two
operations:

+ : M ×M →M ;

· : A×M →M ;

satisfying:

• (+-axioms) (M,+) is an abelian group;

• (·-axioms)

– ∀λ, µ ∈ A, x ∈M,λ(µx) = (λµ)x

– ∀x ∈M, 1 · x = x

– ∀λ, µ ∈ A, x ∈M, (λ+ µ)x = λx+ µx

– ∀λ ∈ A, x, y ∈M,λ(x+ y) = λx+ λy

Definition (Basis) Let M be an A-module, B ⊂M is called a basis of M , if:

• ∀x ∈M , ∃x1, . . . , xn ∈ B,λ1, . . . , λn ∈ A, such that x =
∑n

1 λixi

8
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• If x1, . . . , xn ∈ B are distinct and for λ1, . . . , λn ∈ A,

k∑
i=1

λixi = 0 =⇒ λi = 0, ∀i.

The definition of basis of an A-module is similar to that of a vector space. The difference is
that an A-module does not necessarily have a basis. If an A-module M admits a basis, then
M is called free. A good example of a free A-module is:

An = {(x1, . . . , xn) : x ∈ A}

where ∀λ ∈ A, (x1, . . . , xn) ∈ An, λ(x1, . . . , xn) := (λx1, . . . , λxn). Apparently, An is an A-
module. There exits a basis of An, called the canonical basis of An, namely, B := {e1, . . . , en},
where ei is an element in An whose i-th component is 1 and whose other components are 0.
Therefore, we can draw the conclusion that An is a free A-module.

Definition Let M , N be A-modules. φ : M → N is called a homomorphism of A-modules
(or A-linear map), if:

• ∀x ∈M , λ ∈ A, φ(λx) = λφ(x)

• ∀x, y ∈M , φ(x+ y) = φ(x) + φ(y)

Furthermore, φ is an isomorphism (∼=) if it is bijective and homomorphic.

Let M be a free A-module with a basis B. Assume that the #B = n, then clearly M ∼= An

as A-modules.
It is well-known in linear algebra that any basis of a given vector space has the same

cardinal. The same result holds for a free A-module. In fact, we are going to prove in the
following paragraphs that Am ∼= An if and only if m = n. Given this result, we define the
rank of a free A-module as the cardinal of any of its bases.

Lemma 3.1.1 Let φ : Am → An be a homomorphism of A-modules, and a be an ideal of A.
If x = (x1, . . . , xm) is in am, then φ(x) ∈ an.

Proof Let φ(x) = (φ1(x), . . . , φn(x)). For any j, notice that φj(x) = φj(
∑
xiei) =

∑
xiφj(ei) ∈

a since xi ∈ a, ∀i. We conclude that φ(x) ∈ an. �

Theorem 3.1.1 Let A be a commutative ring. Then Am ∼= An as A-modules if and only if
m = n.

Proof If Am ∼= An, there exists a map φ : Am → An which is an isomorphism of A-modules.
Since A is a commutative ring, let m be a maximal ideal of A. Then, we can define another
map:

ψ : (A/m)m → (A/m)n

as (x̄1, . . . , x̄m) 7→ (φ1(x1, . . . , xm), . . . , φn(x1, . . . , xm)). We need to check:

9
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• Well-definedness: Let (x̄1, . . . , x̄m) = (ȳ1, . . . , ȳm), then xi − yi ∈ m,∀i. Therefore, by
the lemma above, φj(xi) − φj(yi) = φj(xi − yi) ∈ m, i.e., φj(xi) = φj(yi),∀i, j, which
means that

(φ1(x1, . . . , xm), . . . , φn(x1, . . . , xm)) = (φ1(y1, . . . , ym), . . . , φn(y!, . . . , ym)).

• ψ is an A/m-linear map. It is direct from the fact that φ is an A-linear map.

• ψ is injective. In fact, let x̄ = (x̄1, . . . , x̄m) ∈ kerψ, then φj(x1, . . . , xm) ∈ m,∀j. If ξ is
the inverse map of φ, then xi = ξi(φ(x)) ∈ m by the above lemma. Therefore, x̄i ∈ m,∀i,
i.e., x̄ = 0 in (A/m)m.

• ψ is surjective. This follows directly from the fact that φ is surjective.

Therefore, we construct an isomorphism of A/m-vectors spaces: ψ : (A/m)m ∼= (A/m)n. Since
any basis of a vector space has the same number of elements, we conclude that m = n. �
Then, we can deduce that if M is an A−module, B1,B2 be two bases such that #B1 <
+∞,#B2 < +∞, then #B1 = #B2.

Definition Let M be an A−module, N ⊂M is called a sub-module if N itself is an A-module.

Specially, when M = A is an A-module, the sub-module of M is the ideal of A.

Theorem 3.1.2 Let M ⊂ An is a sub-module, then M is a free A−module with rank r ≤ n.

Proof We argue by induction on n.

• n = 1.

– If M ∼= {0}, M is a free A−module with rank r = 0 where its basis is empty.

– If M 6∼= {0}, M is an ideal of A. Since A is a principal ideal domain, M:= (m) = mA
where m 6= 0. We can construct a map φ : A→ mA as x→ mx. Apparently, φ is
a homomorphism. Let x ∈ kerφ, x = 0 since mx = 0 and m 6= 0. Obviously, φ is
surjective, then M ∼= A as A−modules and the rank of M is 1.

• Assume this theorem is true for all k ≤ n−1. We shall prove that the theorem holds for
n. Let M be a submodule of An. Let A = {(x, 0, . . . , 0) : x ∈ A} ⊂ An and Γ := M ∩A.
By induction assumption, Γ is free of rank ≤ 1. We can construct a map ψ : M → An−1

as (x1, . . . , xn) 7→ (x2, . . . , xn). Apparently, ψ is an homomorphism as A-modules. Since
kerψ = {(x1, . . . , xn) ∈ M : x2, . . . , xn = 0} = M ∩ N where N := {(x, 0, . . . , 0) : x ∈
N} ∼= A, we can know that M/M ∩ N = M/ kerψ ∼= Imψ ⊂ An−1. By induction
assumption, M/M ∩A is free of rank ≤ n− 1. Then, we need to prove that M is a free
module. Let {ē1, . . . , ēk} be a basis of M/M ∩A and {f1, . . . , fp} be a basis of M ∩A.
May take e1 ∈ ē1, . . . , ek ∈ ēk. We would like to show that {e1, . . . , ek, f1, . . . , fp} forms
a basis of M .

– ∀x ∈ M , x ∈ x̄ ∈ M/M ∩ N , x̄ = n1ē1 + · · · + nkēk ∈ M/M ∩ N . Therefore,
x− (n1e1 + · · ·+ nkek) = 0, i.e., x−(n1e1+· · ·+nkek) ∈M∩N . Since {f1, . . . , fp}
is a basis of M ∩ N , there exists m1, . . . ,mp such that x − (n1e1 + · · · + nkek) =
m1f1 + · · · + mpfp. Hence, {e1, . . . , ek, f1, . . . , fp} spans M for x = n1e1 + · · · +
nkek +m1f1 + · · ·+mpfp.
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– While n1e1 + · · · + nkek + m1f1 + · · · + mpfp = 0, i.e., in M/M ∩N ,n1e1 + · · · +
nkek + 0 = 0, n1 = · · · = nk = 0 since {e1, . . . , ek} is a basis of M/M ∩N . Then,
from m1f1 + · · ·+mpfp = 0 in M ∩N , we can know that m1 = · · · = mp = 0.

Therefore, M is a free module of rank less or equal to n.

�

3.2 From GLn(K) to GLn(OK)

Let K be an algebraic number field whose ring of integers OK is a principal ideal domain. In
this subsection, we are going to prove that any finite subgroup of GLn(K) is isomorphic to
a subgroup of GLn(OK). (Therefore, to classify subgroups of GLn(K), it suffices to classify
subgroups of GLn(OK)).

Let G ⊂ GLn(K) be a finite group. For any g ∈ G, x ∈ Kn, we have gx ∈ Kn. Regard
OnK as a subset of Kn. We can define a subset Γ of Kn:

Γ := {
m∑
i=1

gixi : gi ∈ G, xi ∈ OnK ,m ∈ N}

We make the convention for the sum
∑0

i=1 = 0.
Apparently, we can know that Γ is an OK-module. Then, we are going to show that there

exists d ∈ OK such that OnK ⊂ Γ ⊂ 1
dO

n
K . Furthermore, we can deduce that Γ is a free

OK-module of rank n. In fact,

• ∀x ∈ OnK , let gi := 1, xi := x for any i ∈ N, then x = gixi ∈ Γ, which means OnK ⊂ Γ.

• Since G is a finite subgroup of GLn(K), there are finite elements in G. For OnK is the
ring of integers in K, K is the fraction field of OnK . Let d be the least common multiple
of the denominators of entries in G whose existence is guaranteed by the fact that OK is
a principal ideal domain and thus a unique factorization domain. ∀x ∈ Γ, x =

∑m
1 gixi

where gi ∈ G, xi ∈ OnK and m ∈ N. Since the entries of gi are in 1
dOK , we conclude that

x ∈ 1
dO

n
K . That is to say, Γ ⊂ 1

dO
n
K .

• Since Γ is a sub-module of 1
dO

n
K , Γ is a free OK-module of rank less or equal to n. Since

OnK is a sub-module of Γ, OnK is of rank n less or equal to the rank of Γ. Then, Γ is a
free OK-module of rank n,

Therefore, there exists an OK-basis of Γ, namely, e1, . . . , en. Write every ei in the coordi-
nate form:

e1 = [a11, a21, . . . , an1]

. . .

ek = [a1k, a2k, . . . , ank]

. . .

en = [a1n, a2n, . . . , ann]
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with each entry an element in K. Then, we can define a matrix Q:

Q =


a11, a12, . . . , a1n

. . .
ak1, ak2, . . . , akn

. . .
an1, an2, . . . , ann


Apparently, {e1, . . . , en} is a basis of Kn as K−vector space and every column of Q is linearly
independent, so we can know that Q is in GLn(K). Then, we are going to show that for
any g ∈ G, there exists Q−1gQ ∈ GLn(K) so that we can deduce that G is isomorphic to a
subgroup of GLn(OK).

Lemma 3.2.1 For any g ∈ G, Q−1gQ is a map from OnK to OnK and is invertible.

Proof Let {v1, . . . , vn} be the canonical basis of OnK and {e1, . . . , en} be a basis of Γ. We
can understand Q as a map from OnK to Γ: {v1, . . . , vn} 7→ {e1, . . . , en}.

• Surjectivity: ∀x ∈ Γ, ∃s1, . . . , sn ∈ OK such that x = s1e1 + · · ·+ snen = s1Qv1 + · · ·+
snQvn = Q(s1v1 + · · ·+ snvn)

• Injectivity: Let x = λ1v1 + · · ·+ λnvn be an element in kerQ.Then, Qx = λ1e1 + · · ·+
λnen = 0. Since e1, . . . , en is linearly independent, λ1 = · · · = λn = 0, i.e., kerQ = 0.

Therefore, Q is bijective. Similarly, we can consider the matrix g ∈ G as a map from Γ to
Γ:{e1, . . . , en} 7→ {ge1, . . . , gen}. Obviously, g is bijective since g is an invertible matrix whose
inverse is also a map from Γ to Γ. Then, for any x ∈ OnK , Q−1gQx is in OnK , which means
that Q−1gQ is a map from OnK to OnK . Therefore, Q−1gQ is invertible since it is bijective.
Then, Q−1gQ is in GLn(OK). �

We are ready to prove that G is isomorphic to a subgroup of GLn(OK). Define a map
φ from G to GLn(OK): g 7→ Q−1gQ. We will prove that φ gives an isomorphism of G to a
subgroup of GLn(OK):

• Homomorphism: φ(I) = Q−1IQ = I and φ(AB) = Q−1ABQ = Q−1AQQ−1BQ =
φ(A)φ(B).

• Injectivity: Let x be in kerφ. From φ(x) = Q−1xQ = I, we can know that I = QIQ−1 =
QQ−1xQQ−1 = x, which is to say, kerφ = 1, i.e., φ is injective.

Hence, G is isomorphic to the image of φ as groups. Therefore, any finite subgroup of GLn(K)
is isomorphic to a finite subgroup of GLn(OK).

3.3 Finite Subgroups of GLn(OK)

In this subsection, we are going to prove that, up to isomorphism, there are only finitely many
finite subgroups in GLn(OK).

First of all, we define a set of prime numbers

E = {p : p is a prime number and is the order of an element in GLn(K)} ∪ {2}.
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This set, as we shall see soon, contains the prime numbers that do not have the properties we
need. So we call the prime numbers in this set “exceptions”.

By Corollary 2.2.1, we can see that in fact E is a finite set. This is an important fact that
we will use continuously in what follows.

Now let p 6∈ E be a non-exceptional prime number and x be a prime factor of p in OK .

Lemma 3.3.1 OK/(x) is a finite field.

Proof OK/(x) is a field since x is a prime element in OK . We can define a map φ:

φ : Z ↪→ OK −→ OK/(x).

Clearly, since kerφ = pZ, Z/pZ = Z/ kerφ ∼= Imφ ⊂ OK/(x). Therefore, OK/(x) is an
extension of Fp. As a well-known fact, OK is a free Z-module of finite rank [K : Q] (c.f. [4,
p.45]). Then, let e1, . . . , en be a Z-basis of OK . For any x ∈ OK , we can write x as

∑n
1 λiei

where λi ∈ Z. Hence, x̄ =
∑n

1 λiei ∈ OK/(x) where λ̄i ∈ Z/Z ∩ (x) = Z/pZ. So OK/(x)
can be spanned by {ē1, . . . , ēn} as the vector space of Z/pZ. The dimension of OK/(x) is no
bigger than n over Fp, which implies that OK/(x) is a finite field. �

Now, we can define a group homomorphism:

τx : GLn(OK)→ GLn(OK/(x))

by modulo x for each entry. This homomorphism has the following interesting property:

Proposition 3 For g ∈ ker τx and l ∈ N such that p - l, if gl = 1, then g = 1.

Proof For g ∈ ker τx, τx(g) = [1], which means that g = 1 + h where p divides all entries of
h. It suffices to prove the proposition for l a prime number. In fact, for l ≥ 2, l = p1 . . . pr, g

′

is defined to be gp1...pr−1 . Then, g′ ≡ 1p1...pr−1 = 1 mod x. Since g′pr = gl ≡ 1 mod x, we can
know that g′ = 1 if we assume the proposition for l a prime number is true. By induction on
r, g = 1.

Now we assume that l is a prime number not equal to p. May assume by contradiction
that h 6= 0. We can write h as xdh′ where d ∈ OK and h′ ∈ Mn(OK) such that the greatest
common divisor of entries of h′ is 1.

gl = (1 + h)l

= (1 + xdh′)l

= (xdh′)l +

(
l

l − 1

)
(xdh′)l−1 + · · ·+ lxdh′ + 1

By gl = 1, we can know that (xdh′)l+
(
l
l−1
)
(xdh′)l−1 + · · ·+ lxdh′ = 0. Since OK is a domain,

(xd)l−1h′n +

(
l

l − 1

)
(xd)l−2h′l−1 + · · ·+ lh′ = 0.

Then, from the fact that x divides (xd)l−1h′n+
(
l
l−1
)
(xd)l−2h′l−1 + · · ·+

(
l
2

)
xdh′2, we conclude

that x|lh′, and therefore, x|l in OK since the greatest common divisor of entries of h is 1.
Because x divides p and l, p are not coprime in OK , we know that l, p are not coprime in Z
according to Bézout’s theorem. Therefore, l = p, which is contradictory to our assumption of
l. Hence, h = 0. �
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Theorem 3.3.1 For any finite subgroup G ⊂ GLn(OK), τx gives an isomorphism of G to a
subgroup of GLn(OK/(x)).

Proof We define a map φ: G −→ GLn(OK/(x)) by modulo x for each entry. We are going
to show that φ gives an isomorphism from G to the image of φ. Apparently, φ is a group
homomorphism. It suffices to show φ is injective. In fact, since kerφ = ker τx ∩ G. For any
g ∈ kerφ, g ∈ G, then there exists m ∈ N such that gm = 1 since G is a finite subgroup. From
our choice of p, p does not divide m. Therefore, by the preceding proposition, g = 1. This
proves the injectivity of φ. Hence, φ gives an isomorphism from G to the image of φ. �

From this theorem, we conclude that any finite subgroup of GLn(OK) is isomorphic to a
subgroup of GLn(OK/(x)), whereas the latter, being a finite group since OK/(x) is a finite
field, has only finitely many subgroups. Taking account of the result of Section 3.2, we have
finally proven the following theorem:

Theorem 3.3.2 Let n be a natural number and K be an algebraic number field whose ring of
integers is a principal ideal domain. Then there are finitely many finite subgroups of GLn(K),
up to isomorphism.

4 A Bound for the Order of Finite Subgroups of GLn(K)

The preceding section shows that there are only finitely many finite subgroups of GLn(K). It
is thus interesting to give an upper bound for the order of subgroups of GLn(K) for a given
n and a given algebraic number field K. In this section, we are going to present a general
method to calculate an upper bound and apply it to special cases.

4.1 Preliminaries

We present some tools and theorems that will be used in calculating the upper bound.

Lemma 4.1.1 Let Fq be a finite field with q elements and n be a natural number. Then there

are q
n(n−1)

2 (qn − 1)(qn−1 − 1) . . . (q − 1) elements in the group GLn(Fq).

Proof A matrix is invertible if and only if its rows are linearly independent. For the first
row, the only constraint is that it cannot be (0, . . . , 0), so there are qn − 1 choices of the first
row. Assume the first k rows are chosen, and to make sure the (k + 1)-th row is linearly
independent of the first k rows, it should not lie in the k-dimensional subspace spanned by
the first k rows. So there are qn − qk choices of the (k + 1)-th row. In total, there are

(qn − 1)(qn − q) . . . (qn − qn−1) = q
n(n−1)

2 (qn − 1)(qn−1 − 1) . . . (q − 1) choices of invertible
matrices. �

Lemma 4.1.2 Let ` be a prime number, then (Z/`2Z)× is a cyclic group.

Proof Since |(Z/`2Z)×| = `(`−1), it suffices to find an element of order `(`−1) in (Z/`2Z)×.
First notice that (Z/`Z)× is cyclic since Z/`Z is a field. We can find an integer x′ such that
the order of x′ modulo ` is `− 1. The order of x′ modulo `2 is thus d(`− 1) in (Z/`2Z)× for
some d ≥ 1. Then x := x′d is of order ` − 1 modulo `2. Then, we find that y = 1 + ` is of
order ` modulo `2 by noticing the following congruence equation:

(1 + `)k ≡ 1 + k` mod `2.
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Finally, since ` and ` − 1 are coprime, xy is of order `(` − 1) modulo `2. In other word,
(Z/`2Z)× is a cyclic group. �

Theorem 4.1.1 (Dirichlet’s arithmetic progression) Let m,n be two coprime integers
and m > 0. Then there are infinitly many prime numbers of the form mk + n for k ∈ N.

For a proof of this result, we refer the readers to Serre’s textbook [6, pp. 61-76].

Theorem 4.1.2 (Chinese remainder theorem) Let m,n be coprime integers and a, b be
any given integers. Then there exists x ∈ Z such that{

x ≡ a modm
x ≡ b modn

Such x is unique modulo mn.

Proof Chinese remainder theorem is equivalent to saying that the ring homomorphism

Φ : Z/mnZ → Z/mZ× Z/nZ
x 7→ (x mod m,x mod n)

is bijective. Since both sides have mn elements, it suffices to show that Φ is injective. In
fact, let x ∈ ker Φ, then m|x, n|x. But m,n are coprime, this implies that mn|x, i.e. x = 0 in
Z/mnZ. �

4.2 General Method to Calculate the Upper Bound

Let G ⊂ GLn(K) be a finite group. Let p > 2 be a prime number and x ∈ OK be a prime
factor of p in OK . Since the characteristic of OK/(x) is p, OK/(x) is isomorphic to Fpr
for some r ≥ 1. To make the notation pithy, we write Fpr as Fq. Aside from finitely many
exceptional prime numbers p, G can be viewed as a subgroup of GLn(OK/(x)) , i.e., GLn(Fq).
(Corollary 2.2.1 and Theorem 3.3.1)

Let ` ≥ 2 be a fixed prime number, ν`(|G|) is defined to be the power of ` of |G|. Then
by the theorem of Lagrange, ν`(|G|) is less or equal to ν`(|GLn(Fq)|). Therefore, finding the
minimum of ν`(|GLn(Fq)|) suffices to calculate the maximum of ν`(|G|). Since

|GLn(Fq)| = q
n(n−1)

2 (qn − 1)(qn−1 − 1) . . . (q − 1),

By Fermat’s little theorem, p`−1 − 1 ≡ 0 by modulo `, so ` is certainly a factor of |GLn(Fq)|
as n becomes large. However, we don’t know clearly the power of ` and we want it to be as
small as possible. Then, we consider what the power of `2 is in |GLn(Fq)|. As we know from
Lemma 4.1.2 above, (Z/`2Z)× is a cyclic group, which is to say, there exists an x ∈ Z such
that Ord`2(x) = `(` − 1). Then, we define x in this way and as long as p ≡ x by modulo
`2, p satisfies Ord`2(p) = `(` − 1). According to Dirichlet’s arithmetic progression, there are
infinitely many prime numbers in {k`2 + x}, while there are only finitely many exceptions
which p can not be chosen from, then we can find a prime number p = k`2 + x such that
Ord`2(p) = `(`− 1).
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Then, we can find a way to calculate ν`(p
k− 1) for any k ≤ n. Moreover, we demand that

` > 2 in this following case and we will consider ` = 2 later. By a direct expansion, we find

ν`(p
k − 1) =

{
1 + ν`(k) if `− 1|k
0 if `− 1 - k

As a result, we can calculate ν`(GLn(Fq)) by the equation above. Let m be the greatest
common divisor of r and `−1, then we can know that `−1

m | k since `−1 | rk. So let k = d `−1m .

ν`(GLn(Fpr)) =
n∑
k=1

ν`(p
rk − 1)

=

bmn
`−1
c∑

d=1

ν`(p
rd `−1

m − 1)

= b mn
`− 1

c+

bmn
`−1
c∑

d=1

ν`(rd
`− 1

m
)

= b mn
`− 1

c+

bmn
`−1
c∑

d=1

ν`(rd)

= b mn
`− 1

c(1 + ν`(r)) +

bmn
`−1
c∑

d=1

ν`(d)

= b mn
`− 1

c(1 + ν`(r)) + ν`(b
mn

`− 1
c!)

Now we consider the situation that ` = 2. In this case, p = 2ex+ 1 for e ∈ Z and x is not
an even number. Then, we know that pk = (2ex+ 1)k = 1 + k2ex+

(
k
2

)
(2ex)2 + . . .+ (2ex)k.

We classify the possible values of e into two parts:

• When e > 1, ν`(p
k − 1) = ν`(k) + e. To make e as small as possible, we consider e = 2,

which means p ≡ 5 by modulo 8. Therefore,
∑n

k=1 ν2(p
rk − 1) =

∑n
k=1(2 + ν2(rk)) =

n(2 + ν2(r)) + ν2(n!).

• When e = 1, i.e., p ≡ 3 by modulo 4, we can know that ν2(p
k − 1) = ν2(2kx + 2k(k −

1)x2) = ν2(2kx(1+(k−1)x)) = ν2(k)+1+ν2(1+(k−1)x). To avoid possible explosion
of ν2(1 + (k − 1)x) as k varies, we can take p as small as we can. Take p = 3 when 3 is
not in the exceptions, then ν2(3

k−1) = 1 + 2ν2(k). Therefore, we can get the minimum
possible value of GLn(Fpr):

n∑
k=1

ν2(3
rk − 1) =

n∑
k=1

(1 + 2ν2(rk)) = n(1 + 2ν2(r)) + 2ν2(n!).

4.3 Some Examples

In this subsection, we will give three examples to show how sharp the upper bound we calcu-
lated above is.
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Example Let K = Q[
√
−1], then OK = Z[

√
−1]. Let p be a prime number in Z. As we

know, if p is a prime element in OK , then p ≡ 3 by modulo 4; if p is not a prime element in
OK , then p ≡ 1 by modulo 4 or p = 2. Since there is ν`(r) in the calculation of |GLn(Fq)|, we
want the value of r as small as possible. We hope that r = 1, i.e., Z[

√
−1]/(x) ∼= Fp where x

is a prime element in Z[
√
−1] that divides p. When can this happen?

Claim If x is a prime factor of p where p ≡ 1 mod 4 or p = 2 in Z[
√
−1], then Z[

√
−1]/(x) ∼=

Fp.

Proof We are going to show that for any element y ∈ Z[
√
−1], there exists k ∈ Z[

√
−1]

such that y = kx + a where a = 0, . . . , p − 1. In fact, let e = g + hi, x = c + di with c
coprime with d and y = M + Ni. Let y = M + Ni = ex + s = (g + hi)(c + di) + s =
gc − hd + (gd + hc)i + s where s ∈ Z. Since c is coprime with d, we can find suitable g, h
such that gd + hc = N . However, we do not know whether s = 0, 1, . . . , p − 1. Then, we
make s equal a + mp where m ∈ Z and a = 0, 1, . . . , p − 1. Since p = xx̄, we know that
M +Ni = (g + hi)(c+ di) + a+mxx̄ = x(g + hi+mx̄) + a. Thus, we represent M +Ni as
kx+ a for some k ∈ Z[

√
−1] and a ∈ {0, 1, . . . , p− 1}. Therefore, we prove that Z[

√
−1]/(x)

has exactly p elements and it is thus isomorphic to Fp. �
We now use the result of the preceding section to give upper bounds of finite subgroups of
GLn(Q[

√
−1] for n = 2, 3. In what follows, let G be a finite subgroup of GLn(Q[

√
−1].

• When n = 2. We take a prime number p ≡ 1 mod 4 which is not an exception. In this
case, r = m = 1 in the formula of ν`(GLn(Fpr). For ` > 3, we find that bmn`−1c = 0, and
thus

ν`(|G|) ≤ ν`(GLn(Fpr)) = b mn
`− 1

c(1 + ν`(r)) + ν`(b
mn

`− 1
c!) = 0.

For ` = 3, we find

ν`(|G|) ≤ ν`(GLn(Fpr) = b mn
`− 1

c(1 + ν`(r)) + ν`(b
mn

`− 1
c!) = 1× (1 + 0) + 0 = 1.

For ` = 2, by taking a prime number p ≡ 5 mod 8 which is not an exception and by
utilizing the formula of the preceding part, we find

ν2(|G|) ≤ n(2 + ν2(r)) + ν2(n!) = 2× 2 + 1 = 5.

Taking account of all the calculations above, we conclude that |G| divides 25× 31 = 96.

• When n = 3, we also take a prime number p ≡ 1 mod 4 which is not an exception. In
this case, r = m = 1 in the formula of ν`(GLn(Fpr). For ` > 3, we find that bmn`−1c = 0,
and thus

ν`(|G|) ≤ ν`(GLn(Fpr)) = b mn
`− 1

c(1 + ν`(r)) + ν`(b
mn

`− 1
c!) = 0.

For ` = 3, we find that

ν`(|G|) ≤ ν`(GLn(Fpr) = b mn
`− 1

c(1 + ν`(r)) + ν`(b
mn

`− 1
c!) = 1× (1 + 0) + 0 = 1.

For ` = 2, by taking a prime number p ≡ 5 mod 8 which is not an exception and by
utilizing the formula of the preceding part, we find

ν2(|G|) ≤ n(2 + ν2(r)) + ν2(n!) = 3× 2 + 1 = 7.

Taking account of all the calculations above, we conclude that |G| divides 27×31 = 384.
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Example Let K = Q[
√
−2], then OK = Z[

√
−2]. Let p be a prime number in Z. As we

know, if p is not a prime element in Z[
√
−2], i.e., p can be written as a2 + 2b2, then p ≡ 1, 3

by modulo 8.
We now use the result of the preceding section to give upper bounds of finite subgroups of

GLn(Q[
√
−2]) for n = 2. Let G be a finite subgroup of GLn(Q[

√
−1]). Let x ∈ Z such that

Ord`2x = `(` − 1). We take a prime number p ≡ 1, 3 by modulo 8 and p ≡ x by modulo `2

which is not an exception. In this case, r = m = 1 in the formula of ν`(GLn(Fpr). For ` > 3,
we find that bmn`−1c = 0, and thus

ν`(|G|) ≤ ν`(GLn(Fpr)) = b mn
`− 1

c(1 + ν`(r)) + ν`(b
mn

`− 1
c!) = 0.

For ` = 3, we find

ν`(|G|) ≤ ν`(GLn(Fpr)) = b mn
`− 1

c(1 + ν`(r)) + ν`(b
mn

`− 1
c!) = 1× (1 + 0) + 0 = 1.

For ` = 2, since p ≡ 1, 3 by modulo 8, we take p ≡ 3 by modulo 4 in this case. To avoid
possible explosion of ν2(1 + (k− 1)x) as k varies, we can take p as small as we can. Since p is
not among the exceptions which are orders of elements in GL2(Q[

√
−2]), while the elements

in GL2(Q[
√
−2]) has only six possible orders: 1, 2, 3, 4, 6, 8, we can take p = 11 in this case.

By the formula above, we find that ν2(11k − 1) = ν2(k) + 1 + ν2(5k − 4). Hence,

ν`(|G|) ≤ ν`(GLn(F11)) =

n∑
k=1

(1 + ν`(k) + ν`(5k − 4)) = n+ ν2(n!) +

n∑
k=1

ν2(5k − 4) = 4.

Taking account of all the calculations above, we conclude that |G| divides 24 × 31 = 48.
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