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Abstract—Fog computing is an emerging architecture for processing, storing, and 

controlling the data at the edge of the networks, which is becoming a popular 

technology for Internet of Things (IoT). As a next-generation networking 

architecture, Information-Centric Network (ICN) has been introduced into 

networked fogs to establish efficient data exchange based on name, caching, content 

features, etc., which gives the IoT an opportunity to store the huge geo-distributed 

data at the edge of the networks and be less dependent on the Cloud, thus fulfilling 

the delay-sensitive needs of the end-users. Nevertheless, efficient distributed storage 

is a must for information-centric fog networks, because of the huge content exchange 

and geo-distributed data. In addition, the secure data exchange is a must for the 

distributed storage. To address the aforementioned challenges, this paper proposes 

an efficient storage scheme by integrating Binary Reed-Solomon erasure code with 

ICN mechanism in fog networks. The data are encoded into named data blocks and 

are distributed as well as stored into distributed fog nodes, which can provide fault-

tolerance capabilities. The fog network performs information-centered with 

horizontal fog-to-fog communications to retrieve the data blocks efficiently. 

Moreover, an secure data exchange protocol is proposed for the distribute data 

storage. Simulation results prove the efficiency and advantages of the proposed 

distributed storage scheme. Finally, a test-bed is proposed to further evaluate the 

feasibility and efficiency of the proposed scheme. 

 

Index Terms — Fog computing; Distributed Storage; Information-Centric Networks 

(ICN); Internet of Things (IoT) 
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I. INTRODUCTION 

Fog computing refers to a networking architecture in which data are distributed, stored, 

and computed near the users in end-user devices instead of in centralized data-centers, i.e. 

in the edge of the network [1]. Compared to its predecessor, Cloud Computing, fog 

computing is particularly useful in addressing the problems involving geographical 

distribution, large-scale distributed systems, or those requiring low and predictable latency. 

It can be viewed as an extension at the edge near user side in the network of Cloud 

Computing to provide faster computing, storage, and networking experiences to end-users. 

With the recent advancements of communicating technologies such as 5G and Li-Fi, fog 

computing is becoming a popular choice for Internet of Things (IoT). 

On the other hand, Information-Centric Networking (ICN) is a future Internet 

architecture based on named data objects (NDOs) which provides highly scalable and 

efficient distribution of content [2]. It replaced the where question in the current host-to-

host communications with the what question in the network architecture based on NDOs. 

While today’s Internet is mostly used to distribute and retrieve information, ICN aims to 

make this process more efficient by making the communications information-based. The 

communications are initiated by receivers who request NDOs and is made available by 

senders who possess NDOs.  

Currently, using Information-Centric Networking to construct network for fog 

computing has becoming a trend, as being referred in [3], [6], [11] and many more. As stated 

in [3], the information-centric communication empowered the fog nodes with content-based 
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communication and further benefits the end-users with built-in mobility supply, simplifying 

the fog node distribution, shortening the communication latency, and making the 

communications more efficient. There are numerous benefits of implementing fog 

computing with Information-Centric Networking. The request-driven and connectionless 

feature of the ICN well suits the mobility of end users across different Fog Nodes (FNs). 

For example, if a user is on a moving car or a train and is requesting a certain information 

from the Information-Centric Fog Network, one would constantly switch between FNs and 

FNs since that person is traveling at a high speed. Without worrying loss of data during 

reestablishment process of connections in the conventional host-to-host network, all that 

person needs to do is to resend a request for the information. Then, the cached information 

requested would be sent to that person’s car via a new connection with a new FN. A more 

detailed solution can be found in [10]. 

Fog computing is often implemented into Internet of Things (IoT), due to its similarities 

in utilizing the sensors locating at the edge of the Internet. As the IoT generates immense 

size of data of immeasurable value in geographically-dispersed edges of the Internet, it 

becomes a great burden for the edge networks to store these data. These data can be used to 

provide information for the system to run in the real-time or be used to analyze patterns for 

future optimization of the system. Hence, these data need to be accessed by users or 

requested entities at a low latency and a high reliability. Conventionally, the data are 

uploaded to the cloud servers and downloaded on-demand. However, this exerts not only a 

great waste of bandwidth resources but also huge latency during the redundant upload and 

download process. Instead of uploading the data to the Cloud, the IoT can store them at the 

edge servers, or the FNs. Since the FNs are not as stable as Cloud Servers and may result in 

data loss or data unavailability during a downtime, the storage reliability needs to be 

improved to store data at longer time intervals. To better store these geo-distributed data 

reliably at the edge of the IoT, the idea of applying the concept of distributed storage into 

Information-Centric Fog Network originates.  

In distributed storage systems, erasure codes are used to prevent data from losing during 

node failures and to reduce storage overhead exerted by replications [8]. Among them, 

Binary Reed-Solomon (BRS) Code is a (𝑛, 𝑘) regenerating erasure code [4][5]. Compared 

to other codes of the same kind, such as the Reed-Solomon code that encodes data through 

multiplication over the Galois field, and the Cauchy Reed-Solomon Code, which converts 

the Galois field arithmetic in RS code into exclusive or operations, the BRS code is faster 

in encode and decode speed [8]. Its (𝑛, 𝑘) property, which is being proved in [5], ensured 

the data integrity even in the situation of nodes unavailability. It suggests that only 𝑘 

numbers out of 𝑛 data blocks can be used to recover the data. On the other hand, the security 

of data exchange affects both the data storage and usage. Thus, security is a critical issue 

for the distributed storage, which provides protection for the data storage and retrieval.   

In this paper, we proposed a storage scheme to address a solution to the problems stated 

above by integrating a specific type of erasure code named BRS Code with the Information-

Centric Fog Network architecture. We use BRS code to encode the data and restore data 
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from redundant Fog nodes if any nodes have gone offline. The idea of information-centric 

communication is used in the data searching and indexing processes to make the process 

more efficient both in time and in network bandwidth resources. The rest of the paper is 

organized as follows. Section II discusses and reviews related works. Section III details the 

scheme and workflow of the proposed scheme. Section IV presents the secure data exchange 

protocol, while Section V evaluates and analyzes the scheme by simulation experiments. 

Section VI gives the testbed. Finally, Section VII concludes this paper. 

II. RELATED WORKS 

In this section, we introduce existing researches on fog computing, Information-Centric 

Networking, and Information-Centric Fog Networks. 

As a new and promising paradigm, fog computing has caught the interest of many 

researchers and being implemented with various research directions, especially those 

focusing on delay-sensitive, context-aware, and location-aware applications or data 

protection at the edge of the network. To keep the sensitive data generated by IoT devices 

secure, [12] designed a scheme that integrates the computing resources of fog computing 

with storage capabilities of Cloud Computing, in which data are pre-processed at the edge 

servers, and then uploaded to the Cloud servers. To fulfill the objectives of processing and 

storing latency-sensitive data, [13] proposed an efficient scheme that supports data sharing 

between smart devices at the edge of the IoT. However, the scale of the IoT network is being 

limited in the scheme and is considered to be unfeasible to store and process a large amount 

of data generated by large-scale Fog Networks in the real situation. Similar to our scheme, 

[6] and [7] also attempts to combine the idea of distributed storage and fog computing to 

improve the data storage reliability of fog computing by encoding the data with erasure 

codes. However, their data is still uploaded to the Cloud, which is not an effective solution 

to the problem of latency and waste in bandwidth resources. In addition, [18] models the 

relationship between the service popularity and computing cost in Fog-enabled Industrial 

IoT with Zipf’s law, and then designs a resource-partitioning scheme in which FNs can 

actively partition their resources for the use of popular Industrial IoT services. 

On the other hand, ICN is a scheme for an Internet more capable of effective content 

distribution. In order to support host mobility, one general solution for ICN would be 

employing the publish/subscribe communication model [14]. A user interested in an 

information subscribes to it, while a user possessing the information publishes it. One 

significant benefit of the publish/subscribe model is the disjoint of the operations in time 

and space [15]. These properties well support the need of mobility over the network, since 

mobile nodes can simply reissue a former subscription for information on the go after 

switching nodes, and the network would be able to direct these subscriptions to nearby 

caches rather than remote origins [2]. This is a key enabler for ICN to be implemented in 

fog computing since the connections between users and Fog Nodes are often not persisted 

in time. The mobility feature of ICN enables users to switch between different FNs and 

simply reissue their interest when traveling. 
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There are also quite a few papers that combine the fog computing with ICN. Nguyen et 

al. proposed an inter-FN connection scheme based on ICN in [3], in which they utilize the 

horizontal Information-Centric dataflow to enrich the Fog layer with name-based 

communication, content caching, built-in mobility support, thus reducing the FNs’ 

dependency on the Cloud. The Information-Centric Fog Network has also been applied to 

real-life scenarios, such as E-Health in [11], in which Guibert et al. uses ICN to extend the 

networks of fog-computing E-Hospitals and to share data between different Fog networks. 

The combination of fog computing and ICN provides low latency processing, shorter delays, 

and local storage opportunities, which meet the key requirements for E-Health.  

To address the security issue in the network architecture, the concept of fog networks 

has been utilized in information-centric networks in [17] to provide a low-latency, content-

aware security service filtering scheme for social networks at the edge of the network, which 

significantly improves the security of information-centric networks. Additionally, [16] 

proposes a security authentication scheme for big data analysis-based cluster management 

in Software-Defined Networks, which ensures the validity of the data sources and improves 

the performance of applications running in SDN by using ant colony optimization. 

III. DISTRIBUTED STORAGE SYSTEM FOR IC-FOG NETWORKS 

This scheme is based on the idea of fog computing, which is proposed by Bonomi in 

[1]. In his idea, fog computing is a three-level architecture composed of cloud, Fog Nodes 

(FNs), and sensors. The introduction of ICN among the Fog Nodes in [3] reduces the data 

offloading from FNs to the Cloud. 

For example, as depicted in Fig 1, if a person in the town wants to access the security 

camera footages in his house, the data can directly be passed to through the ICN between 

FNs, rather than through the cloud. This reduces the latency for him to receive the 

information. On the other hand, more data is stored at the FNs. However, due to the present 

storage unreliability at FNs [9], FNs are only considered as a transient storage method for 

data. This architecture certainly puts more pressure on the FNs for storage reliability. 

Cloud

Fog Nodes

ICN ICN ICN

Sensors

Cloud

 

Fig. 1. The three-layered architecture of the Fog Network 
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With the goal to make the data storage at the FNs more reliable over a longer time 

interval, we proposed this scheme on the storage of Information-Centric Fog Network. This 

scheme mainly applies changes to the second layer, the FNs, and extends their storage 

ability by applying a horizontal ICN network that enables the exchange of data blocks 

created by BRS code. The implementation of BRS code as an erasure code generates parity 

data blocks and sacrifices the storage capacity for the reliability of data. 

A. Basic Architecture 

This scheme defines two layers of FNs out of all the FNs in an ICN network. They are 

respectively named the Data Nodes, and the Name Nodes, shown in Fig 2. 

The data generated are encoded using Binary Reed-Solomon (BRS) code into data 

blocks and are distributed and stored in different Data Nodes. This process is done 

automatically by the edge servers and the sensors connected to it which uploads the data. 

The Name Node works as a cached index for the named data blocks stored in Data 

Nodes. It is comparatively nearer to end-users and is the first node that user access upon 

retrieval of information. Theoretically, any Fog Nodes can be a Name Node, if it is near to 

the users and can process information received from users and data nodes. The 

implementation of the concept of Name Node ensures that users get the information at the 

lowest possible latency and are less likely to suffer from a downtime since any nodes can 

be a Name Node. 

Upon receiving a request packet from the user, the Name Node would first query its 

cached index, if no results are found, it would send a request packet to data nodes. It is then 

the architecture of Information-Centric communication took place. The detailed procedure 

for exchanging data would be discussed in Section C, while the detailed coding and 

decoding method for the data blocks are discussed in Section B. 

B. Distributed Data Storage based on BRS Code 

The storage scheme we proposed is based on the idea of a distributed storage system. 

The data generated is first divided into 𝑘 numbers of source blocks and is then encoded 

using Binary Reed-Solomon code into 𝑚 numbers of parity blocks. The data blocks of 𝑛 =

𝑘 + 𝑚 in total numbers are distributed into different FNs and are retrieved upon a request. 

Due to the (𝑛, 𝑘) property of BRS codes, any 𝑘 numbers of data blocks would be sufficient 

to recover the data. 

The encoding process is detailed below. After the data generated is uploaded to the 

nearest FN, it is first divided into 𝑘 source blocks, each block is of 𝐿 bits length and is 

represented by the following polynomial 

 𝑠𝑖(z) = ∑ 𝑠𝑖,𝑗𝑧𝑗

𝐿−1

𝑗=0

 (1) 

where 𝑠𝑖,𝑗 represents the (𝑗 + 1)th bit of  𝑠𝑖, and 𝑖 ∈ [0, 𝑘 − 1]. Then, 𝑚 parity blocks are 
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Fig. 2. The basic architecture of the storage system 

generated from the source blocks using BRS code at the node receiving this data. 

 𝑚𝑖(z) = ∑ 𝑣𝑖+1,𝑗+1𝑠𝑗(z)

𝑘−1

𝑗=0

 (2) 

Accordingly, the corresponding matrix notation of the source data and the parity data 

would be 

 [
𝑠(𝑧)

𝑚(𝑧)
] = [

𝐼(𝑘)

𝑉(𝑧)
] 𝑠(𝑧) (3) 

where 𝐼(𝑘)  is a 𝑘 × 𝑘  identity matrix, and 𝑉(𝑧)  is a 𝑚 × 𝑘  Vandermonde matrix with 

𝑣𝑖,𝑗 = 𝑧(𝑖−1)(𝑗−1). In equations above, 𝑠𝑖,𝑗𝑧𝑗 represents the rightwards shift of 𝑠𝑖,𝑗 with an 

offset of 𝑗. In this way, 𝑛 = 𝑘 + 𝑚 blocks are obtained, which are named after original data 

followed by an identification number and are distributed into the data nodes and stored. 

On retrieval of information, any 𝑘  number of arbitrary data blocks can be used to 

recover the original information, in case some FNs are unavailable for exchanging data. The 
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decoding process can be done with an efficient Zigzag decoding method. After subtracting 

the remained source blocks from the parity blocks, at least one bit of existing information 

is shared among parity blocks, which can directly be deduced. Even in the extreme condition 

which all source blocks have failed, leaving only parity blocks available, the original data 

can still be recovered using XOR operations, which is illustrated in [5] and [8]. 

C. ICN-based Data Exchange for Distributed Storage 

The data exchange is at the horizontal level between FNs, which are constituted by two 

types of nodes — the Name Node, and the Data Node. The Name Node, which the user 

directly communicates with, oversees the communication between users and FNs, while the 

Data Node stores data and exchanges data within the Fog Network. Any FNs inside the Fog 

Network can be a Name Node if it can communicate with users. The introducing of the 

Name Node in our scheme benefits the user and the data exchange process in the following 

ways. 

1) Bridge for User-Network Communication: The Name Node works as a bridge for the 

end-users to get connected to the ICN network of the FNs, it receives the users’ requests 

and sends it to other FNs in ways of ICN interest packets. The user may or may not 

communicate with the Name Node in the form of ICN interest packets and data packets, 

which enables conventional equipment to enjoy the benefit of Information-Centric Fog 

Network, giving the end-users more flexibility to choose from the equipment they use. 

2) Shorter Latency Due to the Caching Policy: On retrieval of information, the Name 

Node automatically caches the catalog of the Data Nodes available, and data blocks, if 

possible. Hence, on the next retrieval, one would not suffer from the latency of 

communicating with different Data Nodes in the Information-Centric Fog Network and 

could directly download the data from the cached data in the Name Node. 

3) Flexibility and Efficiency over the Network: The user is only required to communicate 

with the Name Node once and leave all the locating and decoding work to the Name Node 

and other FNs in the network, which all happen in an efficient Information-Centric Network. 

Besides, any FN near the user can be a Name Node, which provides flexibility and mobility 

for the users as the users are free to switch between the FNs nearest to them during traveling. 

This switching process also benefits the efficiency since users can communicate to the 

nearest FN with shorter latency and larger bandwidth. 

The communication is based mainly on two types of packets, the Interest Packet, and 

the Data Packet. The Interest Packet is generated and sent by users who demand a certain 

content and contains the name of that content. The Interest Packet is forwarded upstream in 

the ICN until its data source replies with a Data Packet. The Data Packet contains the name 

of the content, the data itself, as well as digital signature and signed info that clarifies its 

credibility. The communication process for retrieving a certain required information is 

depicted in Figure 3 and detailed below.  
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Fig. 3. The Information-Centric Data Exchange for Distributed Storage 

When the user demands a certain data, one would connect to its nearest FN. This FN, 

serving as the bridge for the user to access the Information-Centric Fog Network, is named 

the Name Node. When a user request arrives at the Name Node, a longest-match lookup is 

done on the data stored or cached locally. If there exists a matching data, it would be sent 

back to the user. If not, the Name Node would generate a minimum of 𝑘 numbers (since the 

decoding process requires the presence of at least 𝑘 out of 𝑛 data blocks) of Interest Packets 

demanding different data blocks encoded from the data demanded by the user. The Interest 

Packet is then sent upstream to other FNs in the Fog Network, which are known as Data 

Nodes.  

As a Data Node receives an Interest Packet, it would conduct a longest-match lookup 

on the data stored or cached. Again, if there exists matching data, it would be sent back in 

the form of an ICN Data Packet, with the demanded data block stored in it, and the Interest 

Packet is discarded, or consumed, as it is now satisfied by a Data Packet downstream. If not, 

the Data Node would first look up the Pending Interest Table (PIT). The PIT keeps tracks 

of previously forwarded Interest Packets and their requesters. Since only the Interest Packets 

are propagated upstream, by looking into the PIT, the Data Node would ensure that no 

duplicate requests are sent upstream. If there is a match in the PIT, which suggests that an 

identical Interest Packet has already been propagated upstream, the Data Node would 

discard the newly received Interest Packet and append its requester to the requester list in 

the PIT. If there is no match in the PIT records, the Data Node would add the Interest Packet 

and the requester to PIT records before it checks for Forwarding Information Base (FIB) 

records. The FIB stores the potential sources of the Interest Packet. Upon looking up the 

FIB for potential data sources, the requester would be removed from the potential sources 
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list in the FIB (since the requester would not generate an Interest Packet for data it already 

owns). The Interest Packet is then forwarded to all the potential sources recorded in the FIB. 

The processing procedure of Data Packet simply follows the trace of the Interest Packer 

back to its original requester(s). A longest-match lookup is first conducted on the Data 

Packet in data stored or cached locally. If a match exists, the newly received Data Packet 

may be a duplicate of previously received and forwarded Data Packets and is discarded. If 

there does not exist a match, the Data Packet is cached locally and is looked up in PIT 

records. Then, the Data Packet is forwarded downstream to all the FNs on the requester’s 

list. After receiving a minimum of 𝑘 numbers of demanded data blocks, the Name Node 

decodes the received data blocks by shifting and XOR operations to recover the original 

data file demanded by the user. The data is then replied to the user as demanded. 

IV. DATA EXCHANGE PROTOCOL 

As a distributed architecture, the proposed storage scheme in information-centric fog 

networks controls many fog nodes through the mobile communication network. On account 

of the secure data exchange protocol, the data are transferred under the security protection. 

As shown in Fig. 4, the secure data exchange protocol is proposed specifically for a pub/sub 

service. Pub/sub pattern is used in the communication to obtain a more dynamic network 

topology and greater network scalability. Firstly, based on the username/password in 

addition to a dynamic password, a mutual authentication between sender node and receiver 

node is established. Next, key distribution is implemented to initialize the data exchange 

process and to update the secret key. Then, the secret key is distributed to the participators.  

Key distribution

Data distribution

side

Data storage 

side

(pub/sub) (pub/sub)

   Information publication

Release

Secure data exchange

...

Security association

 

Fig. 4. Sequence of proposed data exchange protocol 
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Finally, the content is encrypted based on the secret key given. The ciphertext, which is 

encrypted by the secret key, is exchanged until release. Data receiver node and data sender 

node are severed as publishers or subscribers, respectively.  

The secure data exchange protocol is shown in Fig.5. The notations used in the protocol 

are shown in Table I. In the security association, RN is a challenge number randomly created 

and distributed to distributed storage nodes in information-centric fog networks. Here, the 

hash function is used to generate the new password towards an integration of RN and 

original password. The created time of message TIM is added to prevent the replay attack. 

By using hash-based message authentication code (HMAC), the publisher calculates the 

digital digest for request parameters with created time message. Next, original message M, 

TIM and HMAC(M) are combined and sent to the subscribers. Then, the subscriber 

computes HMAC(M)’ using HMAC algorithm and derives M as well as TIM. Moreover, it 

also verifies HMAC(M) and HMAC(M)’. 

Table I   Symbols used in secure authentication protocol 

Symbol Explanation 

Distr 

Sto 

Content distribution node 

Content storage node 

TIM The created time of message against replay attack 

(M1, M2) Concatenation of two messages 

HMAC(M) 
MAC calculation for message M based on hash 

function for authentication 

RN 

ReqFeatures 

ResFeatures 

A challenge number  

Parameters involved in the request 

Parameters involved in the response 

 

In the process of secure data exchange, a group-wise key distribution service based on 

KCT (Key-Chain Tree) is adopted with self-healing ability. Self-healing phase works in 

case of broadcast packets loss to some participants. When storage fog node roles are 

changed after distributed storage, key updating phase is implemented.  
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Sto                                                                   Dist                                                      
(1) Sto generates a change number RN randomly

(2) Sto computes RequestMAC = HMAC(RequestFeatures, TIM)

         RN, ReqFeatures, TIM, RequestMAC

                    (3) Sto sends request message

                         (4)Dist derives ReqFeatures, TIM

                         (5)Dist compute RequestMAC  = HMAC(ReqFeatures,TIM)

                         (6)Dist verify RequestMAC with RequestMAC 
                         (7)Dist Get ResFeatures from transducers according to ReqFeatures

                            (8)Dist computes ResponseMAC  =  HMAC(ResParameters, TIM)

                         (9)Dist computes DynamicPassword = H(Password,RN)

                   (10) Dist generates a security token ST = (Username, DynamicPassword, chg)

           ResFeatures, TIM, ResponseMAC, ST

                    (11) Dist sends response message

(12) Sto computes and authenticate users

(13) Sto update encryption key , computes RequestMAC and  Privatekey 

           Encrypted Privatekey, ReqFeature, TIM, RequestMAC

               (14) Sto sends key message

                         (15) Dist computes and acquire key 

(16) Sto encrypt the content 

                               Ciphertext

                    (17) Sto publish content message

                              (18) Dist computes and acquire the content 

(19) Content punishment comes to the end  

        ReqFeatures, Rlease, TIM , RequestMAC

                    (20) Sto sends request message

                               (21) Dist computes and reply 

            ResFeatures, Reply, TIM, ResponseMAC 

                  (22) Dist sends response message

       

Fig. 5.  Proposed data exchange protocol 

V. SIMULATION AND ANALYSIS 

In this section, we simulated the encode and decode process of this scheme to evaluate 

its performances. The BRS code is implemented with C++ programming language, which 

is run on the platform of Intel i5-6200U processor running at 2.40 GHz with 8 Gigabytes of 

RAM. 

A. The Effect of Failed Blocks on Storage Efficiency 

Firstly, the effect of failed block numbers on decode speed is measured. The block size 

of 65536 KB is taken as an example and the parameters of 𝑚 and 𝑘 are controlled such that 

the data are split and encoded into a fixed number of blocks. The number of failed blocks is 

then increased to measure the decode speed. 
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Fig. 6. Effect of failed blocks on storage efficiency 

As observed, the decode speed is related to the number of original data blocks 𝑘 and the 

number of parity blocks generated 𝑚 with low numbers of failed blocks. The speed keeps 

at a constant rate for the range of [1,6] failed blocks, and decreases sharply at the seventh 

lost block, then converges to the same rate regardless of 𝑘 and 𝑚. 

B. The Impact of Block Sizes on Storage Efficiency 

The number of original blocks 𝑘 and the number of parity blocks 𝑚 is kept constant 

with 𝑘 = 3, 𝑚 = 3, the number of lost blocks is kept at one. The size of each block is then 

increased to measure the encode and decode speed. 

 

Fig. 7.  The impact of block sizes on storage efficiency 
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As observed, the encode and decode speed increased dramatically when the block sizes 

are small, and eventually converges at a comparatively high rate. 

VI. TEST-BED PLATFORM 

Here, a testbed is designed to evaluate the architecture of information-centric fog 

networks and to enable further researches in physically enabling the architecture. We 

employ Raspberry-Pis to setup our physical testbed with a relatively low cost. The testbed 

uses IP network to realize a virtual information-centric networking overlay. Each node 

within the testbed is considered as a fog node, which consists of several hosts.  

Fog1: Client in 

Emergency

Fog2: 

Intermediate 

Routing Node

Fog3: Emergency 

Service Center

Switch

AP

 

Fig. 8. Test-bed of the proposed scheme 

To perform the evaluation and comparisons, we first assumed that the amount of data in 

each module of the fog nodes is the same. We include 32 sub-modules in each fog node, 

and in each sub-modules one test data is taken. In the evaluation, three scenarios are 

considered. Scene 1: the module name is in the request and secure distributed storage is 

performed. Scene 2: there is no module name in the request but there is traditional storage 

in the system. Scene 3: there is no module name in the request and there is secure traditional 

storage in the system. In each of these three scenes, the delay time is tested. The result is 

shown in Fig. 9: the proposed secure distributed storage scheme is more efficient than 

traditional storage.  

VII. CONCLUSION AND FUTURE WORK 

In IoT, vast amounts of geographically-distributed data are stored and exchanged at the 

edge of network, which are capable of responding to end-users’ delay-sensitive needs, but 

are also less reliable than the Cloud considering the limited storage availability of Fog 

Nodes. To address this problem, we proposed a storage scheme for fog computing, which 

integrates Binary Reed-Solomon erasure codes for distributed storage at the FNs and 

Information-Centric Network for efficient content exchange in fog computing. Moreover, a 

secure data exchange protocol is proposed to guarantee security for the data exchange within 

the distributed storage. Finally, a test-bed is developed for evaluation of experiment 

platform in the reality. The proposed scheme shows higher efficiency than traditional 

storage schemes. Through the scheme, we aim to make storage at the edge of network more  
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Fig. 9. Time overhead evaluation based on Test-bed 

reliable and secure, thus realizing the benefits of fog computing to a more practical and 

applied level. Nevertheless, this scheme also faces great challenges brought by the unique 

features of fog computing. The heterogeneous physical connections between Fog Nodes, 

the limited computing resources to encode and decode the data files, etc.; there is still much 

left to be done to realize a concrete storage scheme for Information-Centric Fog Networks, 

even to realize this network architecture. 
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