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Abstract

Seifert fibered integral homology spheres are an important class of 3-dimensional
manifolds. There are several numerological invariants and properties of these mani-
folds that are studied, such as the d-invariant and the lattice homology, which have
been of intense interest in the last few decades, as well as the maximal monotone
subroot, which is a homology cobordism invariant recently introduced by Dai and
Manolescu in 2017. In this paper, we prove that the d-invariants of the Seifert ho-
mology spheres X(ay,as,...,a,) and X(a1,az,...,a,-1,a, + a1az---a,_1) are equal
using a novel method which analyzes their 7-sequences and the behavior of the nu-
merical semigroup minimally generated by ajias---a,/a; for ¢ € [1,n]. Then, we
prove the new result that the maximal monotone subroots of the lattice homologies

of ¥X(ay,as,...,a,) and X(a1,as,...,a,-1,a, +2a1as - - - a,—1) are equal. However, we
note that the maximal monotone subroots of the lattice homologies of ¥(a1, as,...,a,)
and X(aj,a2,...,0n-1,an + ajas - --a,_1) are in general not always equal.

Keywords: lattice homology, Seifert fibered integral homology spheres, homology
cobordism group, d-invariant, maximal monotone subroot
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1 Introduction

The concept of cobordism is extremely fundamental in topology. Recall that two smooth
n-dimensional manifolds Y; and Y5 are cobordant if —Y7 U Y, is the boundary of some
smooth (n + 1)-dimensional manifold W. Cobordisms have been studied extensively for
many decades now and have many applications to other areas of topology and mathematics
in general (see [3], [7], [20], and [26], all published in this year).

A natural specialization of cobordism exists in low dimensions called homology cobor-
dism. An integral homology 3-sphere is a manifold X with the same homology as a 3-sphere;
that is, H.(X,Z) = H.(S3,Z). We define an integral homology 4-ball and an integral ho-
mology cylinder similarly, as manifolds with the same homology groups as B* and S3 x I,
respectively, where I is a closed interval. Similar to cobordism, we say that two integral
homology 3-spheres Y7 and Ys are homology cobordant if —Y; UYs is the boundary of some
homology cylinder. Taking the set of all integral homology 3-spheres, we get a natural
group structure under the equivalence relation of homology cobordism, where the operation
is connected sum, the identity is S3, and the inverse of a 3-manifold Y is —Y, where —Y
denotes Y with its orientation reversed. This group is called the homology cobordism group
@%. Over the last decades, there has been many attempts to understand this group more
fully; for example, it is known that @% has a Z summand and contains Z* as a subgroup;
these are Theorems 2.3 and 2.2 respectively in [17]. For more exposition on this as well as
other topics in this introduction, we refer the reader to [14] and the aforementioned [17].

Many proofs in the study of the homology cobordism group rely on Heegaard Floer
homology, an invariant of 3-manifolds defined by Ozsvéath and Szabd in [22]. This invariant
is quite complicated to define, and we refer the interested reader to [23] for more exposition.
It turns out that, for certain classes of manifolds, the Heegaard Floer homology is isomorphic
to another combinatorially-defined invariant known as the lattice homology, which is easier
to understand and compute. One such class of manifolds for which this is true is Seifert
fibered integral homology spheres, which are an important class of examples in the study of
the homology cobordism group (see [5] and [10]). For any n-tuple ay,ag, ..., a, of pairwise
coprime positive integers that are at least 2, the Seifert fibered integral homology sphere
Y(a1,az,...,a,) is defined by surgery on a link (refer to Subsection 2.1). These manifolds
have a lot of nice structure to them, and in particular the 3-fibered case of X(p,q,r) for
pairwise coprime positive integers p, ¢, > 2 has been studied extensively. In the 3-fibered
case, Seifert fibered integral homology spheres are known as Brieskorn spheres. Brieskorn
spheres are also of interest since they can defined as the intersection of a small sphere around
the origin with the singular hypersurface 2? + y¢ + 2" = 0 in C? as in [1]. The case of 4 or
more fibers, however, has not been studied nearly as extensively.

In this paper, we study the lattice homologies of Seifert fibered integral homology
spheres, which can be computed combinatorially using the 7-sequence (refer to Subsection
2.3), which is derived by the numerical semigroup minimally generated by ajas - - - a,/a; for
i € [1,n], as in [1]. Though this reformulation is easier to compute, it is still complicated
and far from closed-form. There is plenty of interest in computing the lattice homologies of
Brieskorn spheres such as in [9], [24], and [27].



In the first part of our paper, we focus on the d-invariants of these spheres. The d-
invariant is a numerical invariant derived from Heegaard Floer homology (and thus in our
case the lattice homology), of a 3-manifold, and is another important invariant. It turns out
that, for the manifolds of interest, the d-invariant can be computed with an understanding
of the 7T-sequence of the manifold, a sequence used to compute the lattice homologies of
Seifert fibered integral homology spheres (refer to Subsection 2.3). In addition, d-invariants
are a homology cobordism invariant: if two manifolds Y; and Y5 are homology cobordant,
then they have the same d-invariant (see [8]). The d-invariant also specifies a surjective
homomorphism from ©3 to 2Z as stated in [12].

We prove the following theorem about d-invariants:

Theorem 1.1. The d-invariants of the two Seifert fibered integral homology spheres
Y(ay,ag,...,an-1,0y) and Y(ai,ag,...,an-1,0n + @)

are equal for pairwise relatively prime positive integers ai,as,...,a, > 2, where we define
a:=ajag---an—1. We will continue to use this a notation throughout the paper.

Remark 1.2. The result on d-invariants was proven as Proposition 4.1 of [16], but their
proof was topological in nature by interpreting the 4+« term as surgery on a fiber. Our
proof sheds much more insight into the structure of the 7-sequence and related A-function
themselves, and by extension, the full lattice homology. Methods derived from this are very
useful for proving our later results on maximal monotone subroots, which are unknown so
far in the literature.

The second part of the paper is dedicated to the study of the mazimal monotone subroot
of Seifert homology spheres, which was introduced by [21] recently. The maximal monotone
subroot is another homology cobordism invariant that is defined for certain plumbed 3-
manifolds, including all Seifert homology spheres, which can be derived from their lattice
homology. As there is plenty of interest in understanding the full lattice homology, it is
natural to try to understand the maximal monotone subroot as well.

In this paper, we prove the following theorem about the maximal monotone subroots of
the lattice homologies of Seifert fibered integral homology spheres.

Theorem 1.3. The mazimal monotone subroots of the lattice homologies of the two Seifert
fibered integral homology spheres

Y(ay,a2,...,a,) and Y(a1,a9,...,a, + 2a)

are the same for pairwise relatively prime positive integers ayi,as,...,a, > 2. Recall that
Q= a1a2 - Qp_1.

Very specialized cases of this theorem have been established before. For example, a
consequence of Proposition 22.9 of [11] is that the maximal monotone subroots of the lattice
homologies of X(p, q,pgn + 1) and X(p, q,pg(n + 2) + 1) are the same. In Theorem 1.3, we
generalize this result both to an arbitrary number of fibers and for a, to be an arbitrary
residue modulo « (it is not restricted to just £1 (mod «)).



Remark 1.4. Note that if an integral homology sphere is homology cobordant to 52, then
it bounds an integral homology ball. Since S? has a d-invariant of 0 and a trivial maximal
monotone subroot (that is, just a single upwards infinite stem), in order for a Seifert fibered
integral homology sphere to bound an integral homology 4-ball, its d-invariant must be 0
and its maximal monotone subroot must be trivial.

Remark 1.5. It has been shown in Theorem 2.2 of [17] that the classes [X(2,3,6k — 1)]
are linearly independent in ©3 (using a different set of invariants). This is in constrast to
the d-invariant, which we’ve shown in Theorem 1.1 to be unable to distinguish any of these
classes, and the maximal monotone subroot, which we’ve shown in Theorem 1.3 to at most
be able to distinguish the parity of k.

Here are some corollaries of Theorems 1.1 and 1.3.

Corollary 1.6. If we know that two Seifert fibered integral homology spheres Y1 and Yo =
Y(a1,a9,...,an—1,ay) are not homology cobordant because their d-invariants are different,
then Y1 and Yy = X(aq,aq, ..., an—1,an+a) also aren’t homology cobordant. Similarly, if we
know that Y1 and Ya are not homology cobordant because their mazximal monotone subroots
are different, then Y1 and Yy = X(a1, ag, ..., an-1,an+2) also aren’t homology cobordant.

Corollary 1.7. Two Seifert fibered integral homology spheres Y = 3¥(ay,az2,...,an_1,an)
and Y' = Y(ay,a9,...,an-1,0, + @) cannot be distinguished in @% by the d-invariant.
Similarly, the two Seifert homology spheres Y and Y = (a1, aq,...,a, + 2a) cannot be
distinguished in @% by the maximal monotone subroot.

2 Preliminaries

In this section, we recall the definitions of Seifert fibered integral homology spheres and
lattice homology, and then review a method of computing the lattice homology of Seifert
homology spheres.

2.1 Seifert fibered integral homology spheres

Definition 2.1. Let ay, a9, ..., a, be pairwise coprime positive integers. Solve the equation
iﬁ ﬁa- = —1—egajas---ay (1)
i— Y\ ’

for (eg,b1,ba,...,by,), where we restrict 1 < b; < a; for all ¢ € [1,n]. Taking this equation

modulo a; gives
ajas---apb;

=-1 (mod a;), (2)
a;
so there is a unique solution for each b;. Note that eg < 0. Then the Seifert homology
sphere ¥(ay,ag, ..., a,) is defined as the generalized Seifert manifold

M(eo, (al, bl), (ag, bg), ey (an, bn))

over S?, with surgery diagram shown in Figure 1. Note that equation (1) ensures that this
manifold is an integral homology sphere.
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Figure 1: Rational surgery diagram for the Seifert homology sphere (a1, aq,...,a,)

2.2 Lattice homology

This paper investigates the lattice homologies of these Seifert homology spheres. In this sec-
tion, we define the lattice homology, which is an invariant defined for plumbed 3-manifolds
together with a chosen equivalence class of characteristic vector (refer to Definitions 2.4 and
2.5). Though the exact details of the definition of lattice homology will be unnecessary for
understanding the rest of the paper, we include them for completeness.

Definition 2.2. A plumbed 3-manifold is a manifold with a surgery diagram consisting of
integral surgeries on unknots linked together in a tree.

To define lattice homology, we use the plumbing graph of a plumbed 3-manifold Y, which
is a decorated tree that represents the integral surgery diagram of Y, created by replacing
each unknot with a vertex and connecting an edge between vertices if their respective
unknots are linked. For the particular case of Seifert homology spheres X (aq,aq, ..., ay),
we can obtain this by replacing each rational surgery in Figure 1 with a chain of unknots with
coefficients determined by partial fraction decomposition; the integral surgery diagram and
plumbing graph of ¥(a1, ag, ..., ay,) is shown in Figure 2. The definition of lattice homology
requires that the manifold admits a negative-definite plumbing graph, and for the rest of
this section, we will assume that all plumbing graphs are negative-definite.

Definition 2.3. The intersection form (—,—) of a given plumbing graph I" of a plumbed
3-manifold Y is defined on the lattice L = Spany(vi,vg, ..., v,) formally spanned by the
vertices v1,vs, ..., v, of ['. It is given by

0 i # j and v;,v; not adjacent

(vi,vj) =11 i # j and v;,v; adjacent ;

decoration of v; i =j

which is then extended bilinearly to all of Lr ® Q. Note that this is just the adjacency
matrix of I', except vertices have a self-adjacency equal to their decoration.
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Figure 2: Integral surgery diagram (on left) and associated plumbing graph (on right) of
Seifert homology sphere (a1, az,-- ,ay), where the partial fraction decomposition of * is
[Ti1,2i2,...,Tim,) for each i € [1,n].

Definition 2.4. Let k& be an element of the rational lattice Ly ® Q. We say k is a charac-
teristic vector if

(k,z) = (z,z) (mod 2)
for all x € Lt. The set of characteristic vectors is denoted as Charr.

Definition 2.5. Given any characteristic vector k € Charp and element y € Lr, the vector
k + 2y is also characteristic. This action of Lr partitions the set of characteristic vectors
into equivalence classes, and we denote the equivalence class of k by [k].

We can now define lattice homology as in [19], which is an invariant of a plumbed 3-
manifold along with a chosen equivalence class of characteristic vector. We will do so using
sublevel sets. Let I be any plumbing graph and fix & € Charp. We define a weight function

k
o) - 5+ (.2)
2
and extend it to d-dimensional cubes of side-length one by setting

w(zg) = min w(z),
x a vertex of x4

where x4 is an d-dimensional cube. For any n, the sublevel set S,, is defined as

n—Uy,

y)>n
where y is any d-dimensional cube with side length one. We then have the following:

Definition 2.6. Fix a plumbing graph I' for a plumbed 3-manifold Y, and for each n € Z,
draw a vertex for each connected component in the sublevel set .S, at height —2n on the
page. Note that S,+1 C S5, for all n € Z, so for each n define the map T}, : Sp4+1 — S, that
sends each connected component in S, 11 to the one it is contained in inside S,,. Record the
results of this map by drawing lines between corresponding vertices in the diagram. This
gives a graded root, as shown in Figure 3. The lattice homology is this graded root with all
heights shifted by the quantity — M ; note that the final height of each vertex is called
its grading.
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Figure 3: The plumbing graph of 3(2, 3, 7) on the left with its graded root lattice homology
on the right.

Note that since the sublevel sets consist of the d-dimensional cubes with side length
one contained within some expanding ellipsoid, there will eventually be only one connected
component for all sufficiently negative n. This corresponds to the infinite tower on top of
the lattice homology. On the other hand, when n is larger than the maximum of the weight
function on the intersection form, S, contains no connected components, which corresponds
to the lattice homology ending when it’s sufficiently low.

Remark 2.7. Remarkably, it can be shown that, up to equivalence classes of characteristic
vectors, the lattice homology does not depend on the particular plumbing diagram chosen for
a plumbed 3-manifold; that is, it is an invariant of plumbed 3-manifolds themselves. Note,
however, that while lattice homology does not depend on the specific characteristic vector
in a chosen equivalence class, it does vary if a different equivalence class of characteristic
vectors is chosen.

As stated in [21], every Seifert homology sphere has a negative-definite plumbing graph,
and thus a lattice homology. Furthermore, because they are integral homology spheres,
it turns out that these manifolds only admit one equivalence class of characteristic vector
anyway, so each only has one lattice homology. It is also known that, for certain plumbed
3-manifolds with negative-definite plumbing (such as integral Seifert homology spheres),
the lattice homology is isomorphic to the Heegaard-Floer homology [21], a long-studied and
important invariant whose definition is outside the scope of this paper.

We can now define the d-invariant of a 3-manifold, as in [13].

Definition 2.8. The d-invariant of a 3-manifold is —1 times the grading of the lowest
vertex of its lattice homology.

Remark 2.9. The factor of —1 is simply for convention reasons.
2.3 Constructing the lattice homology of Seifert homology spheres using
the T-sequence

As it turns out, for Seifert homology spheres, the lattice homology and d-invariant can be
understood through the behavior of a particular sequence known as the 7-sequence.



Definition 2.10. Consider a Seifert homology sphere ¥(a1, ag, ..., a,). The T-sequence is
defined by the recurrence

e+ 1) = () + 14 feola— [xbw ,

P
i=1 v

where, as before,

n n
Z b;
— Qa;j :—1—eoa1a2...an.
a;
7j=1

i=1

Definition 2.11. We define the difference term in the above recurrence as the A-function

A(x) = 1 + |eolz — zn: Fﬂ .

i=1

Therefore,
z—1
() =Y A(i).
i=0

Now, we review a method of computing the lattice homology of Seifert homology spheres
using this 7-sequence.

Definition 2.12. We say that 7(M) is a local mazimum of 7 if there exists integers «,
with o < M < 8 such that 7(a) < 7(M) > 7(8), and 7 is monotone nondecreasing on the
interval [a, M| and monotone nonincreasing on the interval [M, 5]. Local minimum values
7(m) are defined analogously. Together, these are called the local extrema of 7.

Definition 2.13. Consider the sequence of all local extrema of the T-sequence. However,
sometimes the T-sequence remains constant at a local extrema for multiple consecutive
inputs. We choose to count these consecutive repeated local extrema as a single value. For
example, the sequence [0,1,1,1,—1,—1,1,1,1,0] of all local extrema (including consecutive
repeated ones) of 7 is collapsed into [0,1,—1,1,0]. This collapsed sequence, denoted 7y,
and is called the T-extrema sequence.

We can associate Tex with a graded root, which, after a grading shift, gives the lattice
homology of the Seifert homology sphere. For any graded root, we can associated it to a
sequence through the following procedure: given any graded root, we consider a path that
wraps around the tree, starting to the left of the infinite stem and ending to its right. As
an example, in Figure 4, the path is drawn in blue.

Then, we mark every local minimum of this blue path with a red point and every local
maximum of this blue path with a green point; more formally, red points are where the blue
path changes from moving downwards to moving upwards, and green points are where the
blue path changes from moving upwards to moving downwards. Recording the gradings of
the vertices of the graded root where these local extrema occur in order along the blue path
gives the sequence associated to this graded root. In the example in Figure 4, we get the
sequence [0,2,0,1,—1,1,0,2,0]. In general, this procedure gives some sequence

[mla M17m27 M27 e 7mn717Mn71a mn]



= [0,2,0,1,-1,1,0,2,0]

o’

Figure 4: Example of extracting sequence from graded root, assuming the grading of the
leftmost vertex is 0.

of numbers such that M; > max{m;,m;y1} for i = 1,2,...,n — 1. Conversely, any such
sequence s also uniquely corresponds to a graded root, which we denote by R;.

Since 27ey is a sequence of alternating local minima and maxima, it has an associated
graded root Ra,. . It turns out that this graded root, after a global grading shift, matches
the lattice homology of the Seifert homology sphere. Note that the factor of 2 ensures that
all gradings are the same parity, as in the lattice homology.

Theorem 2.14 ([13]). The lattice homology of the Seifert homology sphere ¥(ay,az, ..., ay)
is isomorphic to Rar,, after applying a global grading shift —%, where K is the canonical

cohomology class, which can be viewed as a specially selected characteristic vector.

Remark 2.15. It turns out that the graded root Ra,  is symmetric (which is required
since the lattice homology is necessarily symmetric by definition). This is true because of
Property 2 of Theorem 3.1.

3 Properties of the 7-Sequence and A-Function

In this section we will develop a pictorial representation of the A-function, by constructing
a table of the integers with « := ajas - - - a,_1 columns. This picture will be critical to our
later analysis. Figure 5 depicts the function for (ay, az,a3) = (3,7,29), where the width of
the grid is 3 -7 = 21.

Let A : Z — Z be given by

Alz) =1+ |eolz — Zn: Fﬂ

a
i=1 v



-91 90 -88 -87 -85 -78 77 -5 -74 -72

-70 -69 -67 -66 -64 -b7 -b6 -b4 -53 -b1

-49 -43 -46 -45 -43 -37 -36 -35 -33 32 -30

-28 -27 -25 -24 -22 -16 -15 -14 -12 -1 -9
4 7 & -4 -1 5 6 7 9 10 12
13 14 15 17 18 20 26 27 28 30 3 33
34 35 36 38 39 41 47 48 43 50 51 52 54
55 56 57 59 &0 62 68 69 70 T1 72 T3 75
76 77 78 79 80 81 83 89 80 91 52 93 94 96
97 98 99 100 101 102 104 1710 11 112 113 114 115 "7
118 119 120 121 122 123 125 131 132 133 134 135 136 137 138
139 140 141 142 143 144 1456 152 153 154 155 156 157 158 159
160 161 162 163 164 165 166 167 176 177 178 179 180
181 163 184 185 186 187 188 195 196 197 198 199 200 201
202|203 204 205 206 207 208 209 216|217 218 219 220 221 222
223224 225 226 227 228 229 230 237 238 239 240 241 242 243
244245 245 247 248 249 250 251 252 253 254 258|259 260 262 263 264
265266 267 268 2?0 271 272273 274 275 279 280 281 282 283 284 285
286 287 288 289 290 291 292 293 294 295 296 300 301 302303 304 305 306
307308 309 310 311 312 313 314|315 316 321 322 323324 325 326 327
328329 330 331332 333 334 335336 337 338 339 340 341 342 343 344|345 346 34?
349350 351 352 353 354 355 357 358 359|360 361 362 363 364 365 366 367 368 369
370371372 373 (374|375 376 377 378 379 380 381 382 383 384|385 386|387 388 389 390
391[392 393 394 (395 396 397 398 359 400 401|402 403 404 40540? 408 409 410 411
412 413:‘115 416 417 418 419 420 421 422|423 424 425 426 427 428 429 430 431 432

Figure 5: This diagram represents the A-function pictorally, and it displays information
for (p,q,r) = (3,7,29) with some arbitrarily chosen bounds. As we will soon see, the blue
bordered boxes are multiples of a,, the green boxes have A(z) = 0, the red boxes have
A(z) = —1, and the white boxes have A(x) = 0. As some random examples, A(—44) = —1,
A(145) = 1, and A(339) = 1.

for all z € Z. With this consideration of domain, we have the following natural extension
of Theorem 4.1 in [4]:

Theorem 3.1. Let ay,as,...,a, be pairwise relatively prime positive integers, and define

n

Aw) =1+ lale = 35 | |
as before. Define the constant
n
No = aras - - - ay (7’L—2)—Za—2 € Zg
i=1

Then, the following properties hold:
1. A(z) > 0 for all x > Ny.
2. A(z) = —A(Nyg — x) for all z € Z.

For all © € Z, one has A(x) > 1 if and only if x is an element of the numerical
semigroup G minimally generated by ajaz---an/a; for i € [1,n] (defined below in
Definition 3.2).

10
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Definition 3.2. The numerical semigroup G minimally generated by ajas---a,/a; for
i € [1,n] is the set of all z € Z that can be expressed as a nonnegative integer linear
combination of ajas - - ay,/a;. That is,

n
2
G:{xGZ:x:a1a2-~anZzforsome$¢€Z>o}.

i=1 "

Remark 3.3. Note that since A(x) > 0 for all x > Ny, and Property 2 of Theorem 3.1
gives that A(z) < 0 for all z < 0, the 7-sequence has no local extrema outside of the interval
[0, NoJ, so this interval is all that matters for constructing the lattice homology.

Let H denote the numerical semigroup minimally generated by the numbers «/a; for
1<i<n—1.

Lemma 3.4. Ifs€ H but s —a & H, then A(sa,) = 1.

Proof. Since s € H, there are nonnegative integers x; such that

n—1 n—1
Ty Ty
SQp = OéE — | ap = a1az - an —.
a; a;

i=1 i=1

Notice that we must have x; < a; for each i: otherwise, we would have s — a € H. So by

Theorem 3.1 we have
Ty
A =1 — | =1.
(sam) =1+ H

n
=1

O

We now describe the relationship between the As of vertically adjacent cells in the grid
(note that z and x + « are vertically adjacent):

Lemma 3.5. We have that

Alx)+1 ifan|z+«
A(x) otherwise

A(x—i—oc)z{

Proof. We apply the definition of A to get

Az +a) — Az) = |egla — ZZHII G(xtha)ﬂ N ﬁlﬂ)
n—1

ab; (.%' + Oé)bn zby,
:—6004—2 @ — ’Van-‘ + ’Van—‘ .

=1

11



Equation (1) gives

n—1
1 ab;, ab,
oo = —— — E -
an a; an,
i=1

S0 Aot a) - Ale) 1J;:bn B [(a: J;:z)bﬂ + miﬂ .

Now, define the function ¢ (z) := [z] — . Plugging this in gives
Az +a) — Alz) = — — <(x+0‘)bn) 4o <$bn> ‘

an, n Gn

By equation (2), we have that ab, = —1 (mod a,). Since ¥ (x + k) = ¢(x) for all k € Z,

we have ) ) ) )
A(x+a)—A(x):a+w(g;n>—w<xn_ )

n a’l’b

This quantity equals 1 if and only if b, — 1 = 0 (mod ay,); in all other cases, it equals 0.
However, zb, — 1 =0 (mod a,) is equivalent to x = —a (mod ay,). Therefore, A(z + a) —
A(z) equals 1 if ay, | z + « and 0 otherwise, as desired. O

Recalling that x + « is the number directly below x in the grid, this lemma states that
as we move downwards in a column, A stays the same, unless we reach a multiple of a,,
in which case A increases by 1. Combined with Lemma 3.4, we now have the following
complete pictorial description of the A-function:

o We give every multiple of a,, a blue border. If a blue bordered box sa, has s € H
and s — a € H, then we call that box primitive. Lemma 3.4 says the A-function on
primitive boxes evaluates to 1.

e Note there is exactly one primitive blue box in each column: sa,, being in any partic-
ular column is equivalent to s being a particular residue modulo «. There is exactly
one minimal element of H within any residue class modulo «.

e As we move downwards in a column, the value of A stays the same, unless we reach
a multiple of a,, in which case A increases by 1.

Figure 6 is an image of the grid for (a1, a2,a3) = (3,7,29). The actual integers in each
cell have been removed. The blue borders mark multiples of a3 = 29, and the primitive
blue boxes are those at the top of the light green columns.

Finally, we introduce the notation

xX(z)=71)—1(z—a)=Ax—a)+---+A(x—1)
for all z € Z.
Lemma 3.6. For all x, we have

1 if x is a multiple of ay,
x<x+1>—x<x>={ .

0 otherwise

Proof. Note that x(z + 1) — x(x) = A(x) — A(z — «). The result follows from Lemma
3.9. O
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Figure 6: Zoomed-out image of A-function for 3(3,7,29) without labels in boxes. White

cells mean A = 0, light green means A = 1, dark green means A = 2, light red means
A = —1, and dark red means A = —2.

4 Results on d-Invariants

In this section, we prove the following theorem.

Theorem 4.1. The d-invariants of the Seifert homology spheres Y = ¥(ai,aq,...,a,)
and Y' = X(ay,az,...,a, + &) are equal for all pairwise relatively prime positive integers
a1,a2,...,0y,.

In order to do this, we will use the following computational formula from [2].

Theorem 4.2. The d-invariant of a Seifert homology sphere can be computed as

1 . .
d(Y) = d(X(a1,az,...,an)) = - (526 +et+5— 1225(’%,%)) — 2miny (@),

4 .
=1
where, recall, (eg,b1,ba, ..., by) satisfy
P+ Py Y 3)
im1

13



with 1 < b; < a; for alli € [1,n], where P = [[;; a;. We also define

n
b; 1
e:eg—l—Zi anda—( (n—2) +Za>
i=1 "' v

Note that Ty is the T-sequence for Y and that s(b;,a;) is a Dedekind sum, given by the

formula
~ /i\ /hi
-2 (5) ()
where (®) is the sawtooth function

0 r €

Also note that the first term in the d-invariant formula is precisely the global grading shift
2
K%m for the canonical cohomology class K.

There are two main components to the formula for the d-invariant in Theorem 4.2: the
first term, which is ultimately some function of a1, ao, ..., a,—_1; and the second term, which
depends on the 7 sequence for Y.

4.1 Calculating the required difference in global minima of 7-sequences

To show that d(Y') — d(Y) = 0, we start by computing the difference in the first terms to
reduce it to a problem in finding the difference in the global minima of 7y and 7y.

Lemma 4.3. To prove Theorem /.1, it is equivalent to demonstrate that

n—1 2
minTy/(x)—minTy(m):—é <(n—2)f_z P) -1
i=1

>0 >0 n — AnQ;

Note that the right hand side is only a function of ai,a9,...,an_1.

Dividing both sides of equation (3) in the statement of Theorem 4.2 by P gives e = — 113,

soe=Mn-2)P->7", 2.~ We now plug these into our equation for the d-invariant given
by the theorem to get

1 P 11 - _
dY) =7 —(n—2P Za> F—F+5—12Zs(bi,ai) —21;121871/(95).

i=1 " i=1

d1(Y) d2(Y)

1
Define d;(Y') and da(Y') as above, so that d(Y) = Z(_dl(y) +da(Y)) — 2m>1101 7y (x). Now,
note that §

q(Y)=—(n—-2) ’p - i; Z Q'P' —I—iz(n ;2)]3.
i 1<i<g<

a;a
i=1 =1 !



We will consider the da(Y) and —2 m>1101 Ty (x) terms later. We now perform the same d-
x>

invariant computation for the Brieskorn sphere Y/ = (a1, a9,...,an-1,an + 5) In what
follows, let a), = a,, + —n and P/ = "2 Similarly to the previous sphere,
1 n—1
no_ 2 1 _ / _
dy') = (5 d+e+5 122{} —12s(b),, n)) 2g§87y7()
K3
where (e, by, b5, ..., b, _1,b;,) satisfy

n—1 b, b,
epP' + P Z +a =1,

n

with b; € [1,a; — 1] forall 1 <i<n—1and B € [1,A—1]. Also, as before, we have

Sy 1 o
r_ ! 24 ande == —-(n—2 —4+—].
e €0+;ai+%an &= (n )+Za-+a’

=1
Thus, we have ¢/ = — 4 and ¢’ = (n — 2)P' — 37} %’ — (% Substituting, we have
1 n—1 p! 2
Ay =>|- —2)P' — i 5—12 — 12s(b!
( ) 4 (n ) — a/i CL;L P/ + Z S( n? n)
a1 () @&0

-2 min 7y ().

1
Once again, we define d;(Y”) and d2(Y”) in such a way that d(Y') = Z(dl(Y,) +do(Y')) —

2 m>151 Tys(z). Again, we expand the first term inside the parentheses to get
x>

P’ 9P Lo — 2(n — 2)P'
d(Y') = - Z 2 S X —ZMZ y 2 (”a,) -

no1<icien— @ i=1 n
We now compute di(Y') — d1(Y). We make heavy use of the identities a], — a, = %,
P —P= 5—22, and :i,/ = L to eliminate all occurrences of a], and P’ from this difference.
All of these identities are easily verified from the definitions of a, and P’. With some
computation, the difference comes out to:

p2 =l p2 p2oq 2P2 T2 2(n—2)P
O () =~ Y e S ey A
noog=1] M noTmE Cici<n—1 A — ¢

We can also evaluate the second difference term as

15



n n—1
1 1
do(Y') — da(Y) = B~ 5+ 12 E s(bi,a;) — o +5—12 E s(bl, a;) + 12s(bl,, al,)
=1 =1

1
= +128(bp, an) — 12s(b),, al,).

/ n»-'n
a,an

The final simplification is due to the fact that b; =b; for all 1 <i < n—1, which is true
by equation (2).
To evaluate this, we use the following facts about Dedekind sums from [25]:

o s(h,k) =—s(—h,k).
e If hy = hy (mod k), then s(hi, k) = s(he, k).
e When hihy =1 (mod k), s(hi, k) = s(ha, k).

o s(hk)=—3+ 35 (&+%+2) - s(k,h) (The Dedekind Reciprocity Law).

Recall that b, = ———~—— (mod a,,). Similarly, ¥, = ———-—— (mod a/,). Thus,

a1a2--Gn—1 n — a1a2---ap—1

$(bn,an) = s(—ajag - ap—1,ay)
= —8((110,2 o Qp—1, an)
1 1 (fajag---anp—1 an 1
4 12 Qap, ajag - Ap—1 a1a2 - an

) + s(ap,a1as .. .an—1),

where we use the Dedekind Reciprocity Law. Similarly,

1 1 (aia2...a al 1
;o e Qp—1
s(b,,a,) = ——— - + n + /

ap, a1ag ...ap—-1 aiaz...0pn—10ay,

ns Un 4 192 )"’S(afmal(@---anl)'

Subtracting, we get

~
—_

ai1ag - ap—1 a

/ + - + /

" apaz---ap—1  A102° - Ap—10y
ajag - Ap_1 an, 1

125(bp, an) — 12s(b,, al) =
a

anp, a1ag - - an—1 a1az - - - an
Using the identity a), — a, = ajag - - a,—1, we get

—(arag - an—1)?+a,a, — 1

!/
al,anp,

125(bp, an) — 12s(b,,al) =

n»-'n

after a bit of computation. Thus, we have:

1 L (P & P2 P /o 2P?
d(Y’)—d<Y>=4<—<n—2> (Z)-Tatalas)- T a2

: a
i—1 ‘n%i 1<i<j<n—1
n—1
2(n — 2)P? 1 —(ajag---apn_1)? +d a, —1 . .
—}—E ( 5 ) +——+ ( = ) B + 2min 7y () — 2 min 7y ().
~ alap, ahan, >0 >0
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For the d-invariants to be equal, we must have

min 7y (z) — min 7y (z) = ;(- (n—2)? <P2> —nz_:lfi + 2 ( ,1 )

>0 >0 a2 ~ ayq; a? \ aap
n—1
2 P2 2(n — 2)P? 1 —(aag - an_1)®+ad,a, — 1
B Z a2aa~+z aa; +a’a + aa ’
1<i<j<n—1 ™77 =1 n nen nen
2 2 _ 2 .
Note that —(ajag---an_1)? = —I2 50 the £ (1 and —(ala%ian_l) cancel. Addi-
az’ as \ apan aj,an
tionally, the -+ and ——~— terms cancel, so that we are left with
ay, an Ay n
—1
, , 1 o [ P2\ <« P? 2P?
m>1%17'y/(x) — m>1g17'y(m) =g\ - (n—=2"— |- 5 — E ——
= = an =1 Wi 2, g @iy

2(n — 2)P?
+z +1>.

The expression inside the parentheses factors into

p = pY
1 — _9y _
<(n 2) G, Z anai> '
=1
which can be checked manually by expansion. This gives the desired result. O

Surprisingly, this quantity is tied to the numerical semigroup generated by the n — 1
elements 2 for i € [0,n — 1], as we will now show.

Lemma 4.4. For pairwise relatively prime positive integers ay,as, ..., a, where we define
P = ajas---ay, the largest positive integral nonelement of the numerical semigroup G
minimally generated by a% for i € [1,n] is precisely
n
(n—1)P — B
i1 Y
Proof. As before, let o = % and consider the semigroup H minimally generated by the
set {%}ie[l’n_l}, and let a, H be the set when all elements are multiplied by a,. Consider
arranging the natural numbers in an infinite table, with columns corresponding to residues
modulo «, similar to the grid in Section 3. Color elements of H purple. Any term in the
table on or below a purple term in the same column will be in G. This is because all
elements of G can be expressed as some element of a, H plus some nonnegative multiple of
«, which corresponds to shifting downwards in the same column. Thus, it suffices to find

the largest purple term with no purple terms above it, and subtract « from it.
n—1

. . cioy
Every purple term can be written in the form a,, Z for some nonnegative integers

a;
=1 v
n—1 n—1
o d;a )
c1,¢2,...,Ch—1. Now, note that two purple terms a,, Z and a,, Z —— are equal if and
} a:
i=1 " i=1

17



only if

a;

n—1
P Z =P Z dl (mod «)
i=1

Since both sides are equivalent modulo a;, we must have C(;—P = % (mod ay), so we

have ¢; = d; (mod a;). Repeating this for all i € [1,n — 1], we get ¢; = d; (mod a;) for all

1<i1<n-—-1.
n—1
Therefore, in order to get the maximum purple term a, Z
i=1
above it, we need to set set ¢; = a; — 1 for all 1 < ¢ < n — 1. The maximum purple term
comes out to

C;(x

with no purple terms
i

1 n—1

n

o P
apa(n—1)—a, » —=(n—-1)P— —,
— a; — a;
=1 i=1
and subtracting o = % gives the desired result. O

Remark 4.5. When n = 2, we recognize this as the well-known Chicken McNugget Theo-
rem: the largest positive integer that cannot be expressed as a nonnegative integral linear
combination of two relatively prime positive integers p, g is indeed pg — p — q.

Note that applying this lemma in the case where n is replaced with n — 1 gives that the
maximal nonelement of the numerical semigroup H is precisely

n—1
P P
—2) - =Y
=2 =3

which is the term found in Lemma 4.3.

4.2 Calculating the difference in global minima of 7-sequences

Using Lemma 4.3 and our results about the A-function and 7-sequence in Section 3, we are
now ready to prove Theorem 4.1.

Proof. Given a Seifert homology sphere Y = ¥(aq, a9, ..., ay), we define

Also recall

n
N():(n—2)a1a2---an—zala2a%an:(2t—1)an—

Denote al, = a, + a, and Y’ = X(a1, a9, ..., al,).

Definition 4.6. We say that a blue bordered box sa, is greening if A(sa,) > 0 (equiva-
lently, s € H). Otherwise, if s ¢ H and A(sa,) < 0, we say that the blue bordered box
say is reddening. This is because these boxes are where the values of the A-function change
color within the column.

18



Notice that for any cell x, at least one of #(greening borders nonstrictly above z) and
#(reddening borders strictly below x) is zero (where above and below here refer to cells in
the same column as z), and that the former minus the latter is equal to A(x).

Lemma 4.7. We have that x(0) = —t.

Proof. Note that x(0) = A(—«a)+---+A(—1). Since all negative numbers have nonpositive
A values, x(0) is equal to the total number of nonnegative reddening boxes, i.e. the number
of nonnegative s ¢ H. By Lemma 4.4, the maximal nonelement of H is

(07

n—1
2—1=(n-2a-)
i=1

a;

Furthermore, out of the 2t blue bordered numbers 0, a,, 2a,, - - , (2t — 1)a,, exactly half
are reddening. This is because by Theorem 3.1 (noting Ny + o = (2t — 1)ay,),

1 = A(sap) + (A(No — san) + 1) = A(sap) + A((2t — 1)a, — say),

so exactly one of sa, and (2t — 1)a,, — sa,, are reddening. Hence there are exactly ¢ non-
negative reddening boxes. O

Denote the A-functions of Y and Y’ as A(e) and A’(e) respectively. Consider the
grids (defined in Section 3) representing these two A-functions. Observe that the following
transformation on the A grid turns it into the A’ grid:

e Take each blue border, say around some number sa,,, and move it down s cells to the
number sa,, + sa = sal,.

e In addition, change the A values by stipulating that the A values inside each blue
border remains the same (note we have A(sa,) = A’(sal,) since sa,, is primitive if
and only if sal, is primitive). We then enforce Lemma 3.5, that the A values inside
each cell is the same as the one above it, unless it has a blue border (in which case
it’s one greater).

The following important observation about y is clear from Lemmas 3.6 and 4.7.

Lemma 4.8. We have that
1. x(z) <0 if x < (t — 1)ay,
2. x(x) =01 (t—1)a, +1 <z <tayp,
3. x(xz) >0 if x > tay,.

This and the later Theorem 4.10 motivates the following definition:

Definition 4.9. We call the interval ((¢ — 1)ay, — a, (t — 1)a,] the critical strip. Note that
the critical strip consists of the « consecutive numbers up to the (¢ — 1)-th blue bordered
box.

The critical strip two very important properties, given in the following two theorems.
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Theorem 4.10. The first occurrence of the global minimum m>i87'(x) of the T-sequence
x>
occurs in the critical strip. That is, if m is the smallest positive integer such that T(m) =

m>i{)17(x), then m € ((t — Da, — a, (t — 1)ay).

Proof. Note that by Lemma 4.8, if x < (t—1)a, — &, then x(z+a) < 0, s0 7(z+a) < 7(x).
In addition, if x > (¢t — 1)a,, then x(z) > 0, so 7(x — «) < 7(z). Therefore, the first
occurrence of the global minimum of 7 occurs in the critical strip. O

Theorem 4.11. Under the grid transformation from A to A’ the values of the A- and A’-
functions in the critical strips of their respective grids remains the same. This is equivalent
to the color schemes of the A and A’ grids being the same in their respective critical strips.

Proof. Each blue border remains in its original column, and the relative ordering of the
blue borders remains the same, so for any given cell in the critical strip, the quantity

#(greening border nonstrictly above) — #(reddening border strictly below)

remains the same after the transformation from the A grid to the A’ grid. O

In particular, this means that the first occurrence of the global minimum of the 7-
sequence remains in the same position relative to the critical strip, so

(t—1)al, (t—1)an
minry(z) —min7y () = ZO Al(z) - ZO A(z),

since (t—1)al, and (¢t —1)a,, are the endpoints of the critical strips of Y’ and Y, respectively.

Denote the interval [0, (t —1)a,] in the grid of A as R, and similarly define R’ for A" as the

interval [0, (t — 1)al,].
(t=1)an

Note that Z A(x) equals

=0
(t—1)an
Z #(greening borders nonstrictly above z) — #(reddening borders strictly below z)
=0
= Z #(cells nonstrictly below g in R)

greening borders g

— Z #(cells strictly above r in R),

reddening borders r

(t—Day,
with a similar statement holding for Z A’(x). Therefore, in order to compute the
=0
quantity
(t—1)al, (t—an
> AN@) - Y A),
=0 =0
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for each greening border sa, we consider the change in its “contribution” to these sums
before and after the transformation:

§(say) := #(cells in R’ nonstrictly below sal,)

— #(cells in R nonstrictly below say,).
Similarly, for reddening borders sa,, we define

5(say) := #(cells in R’ strictly above sa.,)
— #(cells in R strictly above say,).

Therefore,
(t—=1)al, (t—1)an
YooAN@ - D> A= D) (san) - > d(san).
=0 =0 san is greening san, is reddening

We compute these two sums separately:

e Let there be ¢ greening borders in the R (hence there are t — ¢ reddening borders
in the R, since there are t total blue borders in the R). For each of these greening
borders sa,, under the transformation it moves down by s cells, while the end of the
critical strip moves down by ¢ — 1 cells. Hence d(sa,,) = (t — 1) — s, so

Z d(san) = (t—1)¢ — Z s.

san is greening san in R is greening

e As proven in Lemma 4.7, there are exactly ¢t nonnegative reddening boxes, and we
noted above that ¢ — ¢ of them are in R. For any reddening box below R (there are ¢
of these), its contribution changes under the transformation by t—1 due to the critical
strip moving downwards by ¢t — 1 cells. For any reddening box sa,, inside R, it moves
down by s cells, and hence its contribution changes by d(sa,) = s. So

> d(san) = (t— 1)+ > s

sap is reddening sap in R is reddening

Subtracting these two quantities, we obtain

(t—1)a!, t—1)an

oot Ht—1)
ZA(@—;]A(:E):— dooos=- B

=0 all san in R

Substituting in our definition of ¢, we obtain exactly the condition that Lemma 4.3 requires
in order to prove Theorem 4.1. O
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U3 J()Ug (%)
(%) J()’Ug
U1 J()Ul U1 JOU1

Figure 7: Two examples of monotone subroots. The left is the subroot M (—4,8;—2,4;0,2)
and the right is the subroot M(—4,4;0,0).

5 Results on Maximal Monotone Subroots

In this section, we define the mazimal monotone subroot of a graded root lattice homology,
which was introduced recently in [6]. This maximal monotone subroot is a monotone graded
root which captures the general major structure of the graded root lattice homology.
First, we describe what a general monotone graded root is. Take a positive integer n
and two sequences of rational numbers h; < he < -+ < hy, and 71 > r9 > -+ > 1, such
that they all differ from each other by even integers and h,, < r,. To construct the root, we
first form the stem with lowermost grading r, by drawing an infinite tower upwards from
a vertex at height r, on the page. Then, for each 1 < ¢ < n, we draw a pair of vertices
v; and Jyv; at grading h;, where Jyv; is the vertex v; reflected over the vertical axis of the
graded root. We then connect them to the stem at grading r;. If h, > r,, we introduce a
similar pair of vertices v, and Jov,. Otherwise, v,, = Jov, at grading r,,. This constructs
the monotone subroot M = M (hy,71;...;hn, ). Two examples are shown in Figure 7.
Now, we define the maximal monotone subroot of a lattice homology graded root. The
maximal monotone subroot is defined by starting at the smallest (most negative) grading
and then greedily traveling up the stem, adding branches to the subroot if their tips have
strictly lower grading than any previous tips. More precisely, define the following termi-
nology: for any node v we define the infinite tower extending upwards from v as ~,, and
denote the first point at which 7, meets the stem as b(v), called the base of v. The cluster
C}p based at some grading b consists of all vertices with base b. The tips of a cluster are the
pair of vertices in it with minimal grading (if there is more than one such pair symmetrical
about the stem, we arbitrarily select one of the pairs. If the size of Cj is 1 we just select the
stem vertex at grading b). Now to construct the maximal monotone subroot, we start at
the vertex on the stem with the smallest grading (say with grading r), and add the tips of
C. to the subroot. Then we move to the vertex on the stem with the next smallest grading
(travelling up the stem), and add the tips of its cluster to the subroot if and only if those
tips have strictly smaller grading than any previously added tips. This process continues
until at some point all the clusters we consider are trivial (i.e. consist of a single vertex
on the stem). This must eventually happen because the number of clusters is finite in any
graded root resulting from a lattice homology (for example, because the T-extrema sequence
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Figure 8: A graded root on the left and its maximal monotone subroot on the right.

is finite since no local extrema exist outside of [0, Ny]). An example of a graded root and
its maximal monotone subroot is shown in Figure 8.

Maximal monotone subroots have high importance in relation to the graded roots of the
lattice homologies of 3-manifolds, such as in the study of homology cobordism. First, we
state the following helpful lemma, which is evident from the definition of the T-sequence
and maximal monotone subroot.

Lemma 5.1. For any pair of symmetric global minima 7(m) and 7(Nog — m) of the -
sequence, the mazimal monotone subroot is fully determined by the values of the A-function
in the interval [m, Ny — m], up to a shift in grading.

Theorem 5.2. The maximal monotone subroots of the lattice homologies of the Seifert
homology spheres Y = X(aq,as,...,a,) and Y" = X(ay1,az,...,a, + 2a) are the same.

Proof. Denote a := a, + 2a. We will show that there is a pair of global minima 7y (m)
and 1y (No — m) of 7y and a pair of global minima 7y~ (m) and 7y»(N§ — m”) of Tyn
such that the values of 7y on the interval [m, Ny —m| and the values of 7y~ on the interval
[m”, N —m] are identical, which finishes.

As shown in Section 4, the first global minimum of 7y must occur in the critical strip
((t—1)an — o, (t —1)ay]. Since the A-function is antisymmetric under the map = — No — =z
by Theorem 3.1, we have that that 7-sequence is symmetric under that map. In particular,
the last global minimum of 7 must occur in the region

[No — (t — 1)an, No — (t — )ap + a) = [tan, — a, tay,),

which is the image of the critical strip under this map. Now note that the region ((t—1)a, —
a, ta,) contains two symmetric global minima and corresponds to a centrally symmetric
region of the graded root of Y (since the endpoints (¢ — 1)a, — o and ta, sum to Ny). By
Lemma 5.1, we can fully determine the monotone subroot (up to a shift in the grading)
solely based on the A values in that region.

The corresponding region in Y is ((t — 1)a! — «, ta), but the length of this interval is
too long. Instead, we will consider the interval

((t - 1)&;;,25&{,; - Oé),
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which is a centrally symmetric region of the graded root of Y”, and that the length of this
interval is the same as that of ((t — 1)a, — «a, tay,).

By Lemma 5.1, it suffices to show that the sequence of A values within the interval
((t—1)a, —a, tay,) are exactly the same as the A” values within the interval ((t—1)all, ta! —
«), since these sequences fully determine the maximal monotone subroots of the lattice
homologies Y and Y, respectively. Indeed, for any 0 < 7 < a,, + o we have

A((t— Day — ati) = A((t — Dal — a+i) = A((t — Dall +1)

where the first equality holds due to our discussion in Section 4 about the transformation
from A to A’ (and then to A”), and the second equality follows from Lemma 3.5 since
(t — 1)a! + i is never a multiple of a//. Thus, the monotone subroots of Y and Y are the
same up to a shift in grading.

In addition, Theorem 4.1 guarantees that the d-invariants are the same, so the grading
of the global minima of Y and Y” are the same. In conclusion, the maximal monotone
subroots of the lattice homologies of Y and Y are identical. O

6 Future Work

In the future, we would like to attempt to resolve other questions about Seifert fibered
integral homology spheres as they relate to lattice homology. For example, we would even-
tually like to compute the Heegaard-Floer Homology of all Seifert fibered integral homology
spheres through their lattice homology, but we hypothesize this cannot be done for some
time.

In terms of the work in this paper, we are mainly interested in exploring what happens
to the maximal monotone subroot of the lattice homology of a Seifert fibered integral
homology ¥(aq,as,...,a,) when we add ajas - - - a,—1 to the last term. We conjecture that,
in the 3-fiber case, the monotone subroot will always change under this transformation
unless the Brieskorn sphere features small p, g, (such as 3(2,3,5) or ¥(2,3,7)); perhaps
the monotone subroot only remains the same under this transformation when the lattice
homology is weakly elliptic. However, more numerical testing and mathematical work is
needed to resolve this.

Some other subproblems we are interested in include proving rank inequalities dealing
with the lengths of towers in the lattice homology graded root of Seifert fibered integral
homology spheres, in the style of or extending the work in [15]. We are also interested
in developing a faster algorithm for computing the lattice homology of larger plumbed 3-
manifolds, as the algorithm provided in Section 2 is very slow for even plumbings with 10-15
vertices.
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