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Summary

Background Under the effects of climate change, a series of economic, environmental and social problem have
emerged from region to region, especially in fragile states. It becomes more and more imperative to develop a
sophisticated but easy-to-understand model of the relationships between a country’s fragility and the impact of
climate change over it as a guide for the decision and policy makers.

Obijective The objective of this paper is to propose a probability and machine learning based model called
2THN(2-Time-slice Hybrid Network), as well as two new metrics to measure the fragility(WFSI(Weighted Frag-
ile State Index)) and climate change’s impact of the country(CCIC(Climate Change Index by Country)). The
whole paper can be divided into five main parts: data collection and pre-process; model representation; param-
eter estimation; model analysis; case study and problem solution.

Firstly, we identify all the data we would like to use in an ideal situation. But since we cannot get access
to some subset of the ideal data, we have to construct our model using a different dataset other than the ex-
pected one. Incomplete as it is, it’s sufficient for the purpose of illustrating the main points of our model. Data
augmentation, classification, and several normalization methods are also introduced in this part.

Secondly, trying to make the paper easy to read and understand, we then concentrate only on the representa-
tions and semantics of our models, leaving out the esoteric mathematical details. We first define our first metric
- Climate Change Index(CCI), which is a global metric to quantize the degree of climate change. Later on, Cli-
mate change vulnerability(CCV) is introduced, which is a state-level metric. We then define the Climate Change
Index by Country(CCIC) using CCI and CCV as our second metric. Then Weighted Fragile State Index(WFSI),
a revised version of FSI utilizing Analytical Hierarchy Process(AHP) and Entropy Method(EM) is defined, after
which we introduce the novel 2-Time-slice Hybrid Network(2THN) to connect the two dots(CCIC and WESI)
and establish an easy-to-understand relationship, where the rationales of our choice of a probabilistic model, as
well as other concerns are thoroughly discussed.

Thirdly, the details of how the parameters are derived are introduced, including the details of Entropy
Method(EM) and the learning and inference of 2THN. Meanwhile, the reasons for our choice to learn both the
structure and parameters are discussed.

Fourthly, we analyze the properties and characteristics of our model using Mean Value Analysis, correlation
analysis, information-theoretical analysis and other analysis to better understand the trained model, where we
make our hypothesis of the dynamics of the Climate-Fragility system and justify them by reasoning through
the evidence. Furthermore, the notion of Warning Zone(WZ) is introduced, indicating that the latent effects of
climate change are invisible to people outside a specific range.

Eventually, we come back to the 5 tasks assigned to us in the first place and tackle them using our model one
by one. We use K-Means to define the standard line of one country’s fragility state. We take Sudan and Greece
as examples to apply our model in practice, after which we identify some possible strategies taking Sudan’s
example again. Finally, we scale our model to the level of continents and discuss the feasibility of scaling it to
even cities.

Conclusion In general, the models of WFSI-CCIC and 2THN fit well to reality and therefore pragmatic.
The fact that the parameters are calculated by analyzing the data instead of fixed gives our model enormous
flexibility, making it easy to be applied widely. But meanwhile, its strong dependence on data makes it useless
when facing extreme situations such as countries in large scale wars.
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1 Introduction

1.1 Background

In 2007, the Intergovernmental Panel on Climate Change (IPCC) first associated the fragile state
with climate change. They state that developing countries are particularly vulnerable to the socio-
economic impacts of climate change for their dependence on agriculture and high population growth
as well as weak infrastructure. The close to 80 percent of the world population that lives in the de-
veloping world faces 90 percent of the disasters!!l. Efforts to help fragile states move onto a path
toward stability and sustainability continue to face enormous challenges. Climate change is one
of these challenges!?. There is a growing consensus among researchers and policy-makers that cli-
mate change represents a real threat to peace and security. Dabelko stated in Climate Change and
Fragile States Workshop!®! that climate change can act as a "threat multiplier" and a stressor on state
capacities, on communities and on existing conflict dynamics.

In order to solve this problem, we have to construct a model with high enough fidelity of the
dynamics regarding the whole system. However, we have two main challenges before us:

1. Itis within these fragile countries that climate information is often the weakest if it exists at
alll,
Attempting to solve this problem, we make effective use of the data by combining multiple data
source, conducting sophisticated data preprocessing and augmentation, adding weight control
as well as utilizing the expert knowledge. But still, we are suffering from the lack of data.

2. The impacts of climate change could be obscured while passing through the fuzzy physical
channels for its interconnectedness with development, resource use, health, livelihoods, and
economies!®!, making it extremely hard to get deep insight of the system.

To better model the interconnected and uncertain nature of the system, we propose a proba-
bilistic model called 2THN(2-Time-slice Hybrid Network), combined with the information and
probabilistic theory as well as the most advanced machine learning approach.

1.2 Our Methods

The overall objectives of our model is listed as follows:

1. Design a comprehensible and pragmatic metric as well a clearly defined standard for the mea-
surements of the fragility of and climate change impact over one country.

2. Establish a probabilistic network with reasonably fidelity to analyze the simultaneous and tem-
poral relationships of the five most crucial elements and therefore provide referential sugges-
tions for decision and policy makers.
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Figure 1: The structure of our model.
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Figure 1 shows the structure of our model. First, we define Climate Change Index(CCI) as
a quantified measurement of the global climate change. Second, we manipulate it with Climate
Change Vulnerability(CCV) to narrow the global effect of climate change down to a single coun-
try, resulting in a new index called Climate Change Index by Country(CCIC). Third, we establish a
probabilistic network between CCIC and Weighted Fragile State Index(WFSI), disassembling CCIC
into four dimensional sub-indicators, combined with sophisticated weighting methods.

2 Assumption and Acronyms

2.1 Assumption
1. The data source is reliable.

2. The domestic political situation is relatively stable and large-scale war does not break out in the
country while applying our model.

3. The main productive forces and social structure won’t change in recent years.
y

2.2 Acronyms

Abbreviation Full Name ‘ Abbreviation Full Name
CI Cohesion Index C1 Security Apparatus
EI Economic Index C2 Factionalized Elites
PI Policy Index C3 Group Grievance
SI Social Index E1 Economy
CCI Climate Change Index E2 Economic Inequality
CCIC Climate Change Idnex of Country E3 Human Flight and Brain Drain
WESI Weighted Fragile State Index P1 State Legitimacy
2THN 2-Time-slic Hybird Network P2 Public Services
P3 Human Rights S1 Demographic Pressures
WZ Warning zone ccv Climate Change Vulnerability
S2 Refugees and IDPs X1 External Intervention
FI Factor Indicator RI Result Indicator
EPI Environmental Performance Index KA K-means Clustering Algorithm
3 Data

3.1 Data Collection and Augmentation

To determine a state’s fragility, we use 12 indicators(C1, C2, C3, E1, E2, E3, P1, P2, P3, S1, S2, X1)
provided by THE FUND FOR PEACERL,

Annual Average Temperaturem] and Precipitation[32], CO5 Emissions!®, Arable Land[®¥, Envi-
roment Performance Index!®! are used to calculate Climate Change Index of a state.

For the first 12 indicators, we download data of 12 years(2006-2017) on 178 countries. To get
sufficient data for calculation of CCI, we can only find data of 13 years(2000-2012) on 111 countries.
Luckily, the 111 countries are all included in the former 178 countries. So, we finally get data of 7
years(2006-2012) on 111 countries.

We didn’t manage to find EPI data of year 2011, so, for the sake of continuity and authenticity of
the data, we use the mean value of the year of 2010 and 2012 to fill the blank because the indicator
values are comparatively smooth.
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3.2 Data Classification

Same as THE FUND FOR PEACEY, we divide these 12 indicators into four categories(Cohesion
Index, Economic Index, Political Index, Social Index) as shown in Figure 3. The reasons to adopt
such a hierarchical structure are listed as follows:

1. There is a significant knowledge gap among key decision and policy makers around the climate
change and environmental risks in fragile states and their impact on the security environment/26l.
To provide the decision makers with more acceptable instructions, we have to make our model
easy to understand.

2. To avoid the extensive computational cost when implementing the algorithms, which will be
introduced later.

3.3 Data Normalization

Accounting for the different scales of the indicators, all our data has been normalized before used
in our models.

All the 17 indicators can be classified into three types: positive indicators to which the bigger
the better, negative indicators to which the smaller the better, and special indicators of which the best
value is a fixed value. Suppose there are evaluating indicators counted m, evaluating objects counted
n. In the following equations, c;; represents the original value of indicator i for sample state j, where
i=1,2,...,nand j =1,2,...,m. r;; is the normalized value of z;;.

For the positive indicators, there are

Cij
ro— _ 1
Y max {ci;} M
J
For the negative indicators, there are
min {ci; }
T = 2)
ij

For the special indicator, we must choose a best-fixed value. In our model, PRI, TASI and ALI
belong to this kind. We calculate the average value of each country as the best value for that country
due to different national conditions. The normalization equation is:

®)

Cij — Aij ‘

ros—1—
Y ‘mj‘@x{lcij — Ayl}

where, A;; is the best value for the jth indicator on the ith country. If r;; equals to 0, we reassign it to
0.0001.

3.4 Data Discretization

In order to utilize the computer to simulate our model and to make our model more comprehen-
sive, we discretize our results into 10 intervals using the K-means algorithm.

4 Model

4.1 Climate Change Index by Country(CCIC)
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To establish the network between climate
change and fragility of a country, we first de-
sign a metric to quantize the impact of climate
change on different countries. There are two
steps as follows:

1. Define CCI(Climate Change Index).

Factor

2. Multiply CCI with CCV(Climate Change I elg
Vulnerability) to get CCIC. Result

Indicator
41.1 Climate Change Index(CCI)

According to the IPCC(Intergovernmental
Panel on Climate Change), climate change refers
to "a change in the state of the climate that can
be identified ... by changes in the mean and/or
the variability of its properties, and that per-
sists for an extended period, typically decades
or longer"?l.

There are many related professional indexes
used to measure climate change, but most of
them include high weights of unnatural indica-
tors(e.g., CCPI(Climate Change Performance Index) weights climate policy as 20%!”1), which are not
desired in our case for the presence of CCV(Climate Change Vulnerability). Therefore, we establish a
new metric ourselves by combining two categories consisting of only natural indicators and weight
them: factor indicator and result indicator as shown in Figure 2.

Factor indicators(FI) are variables which directly influence the climate, such as temperature, solar
radiation intensity, precipitation and carbon emission. Result indicator(RI) is on the opposite, which is
the natural phenomenon, which indicates the degree of climate change reversely. It includes biodi-
versity, arable land, sea level change, natural disasters and so on. Here, we only gained the access to
complete historical metadata for three FI and one RI by country due to the access right and time
limitation. Hence, we turned to a processed data index which is so-called Environmental Performance
Index(EPI). According to the Yale Center for Environmental Law & Policy (2018), EPI consists of many
RIs like forest(5%), biodiversity(12.5%), water resource(12.5%) and so on.

Figure 2: Climate Change Index(CCI)

ccl = WT x Index;orm

where W7 means the weight vector and Index;,r, is the normalized value vector of a country.

The equation above is processed to grade the degree of climate change, which we will discuss
in detail later in Parameter Estimation Section. That is, if a country gets a high score, which is
approaching 1, this country doesn’t suffer much from climate change.

4.1.2 Climate Change Vulnerability(CCV)

Due to geographical location or socio-economic condition, some countries are more vulnerable
to the impacts of climate change than others. ND-GAIN!®l assesses the vulnerability of a country
by considering six life-supporting sectors: food, water, health, ecosystem services, human habitat and
infrastructure, which can be quantized respectively by a real number between 0 to 1. The higher the
number, the more likely the country will suffer from the impact of climate change. We take this metric
as climate change vulnerability(CCV), and multiplied the processed CCI to get CCIC:

CCIC = CCI x (1 - CCV)

where the CCIC will become fairly large when CCI is approaches 1 or CCV is approaches 0.
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4.2 Weighted Fragile State Index(WFSI)

Weighting model is essential to evaluate the different contribution of the indicators, especially in
our case. Here, we assume that the four categories (cohesion, economic, political and social) have
the same importance for the time being. However, if expert knowledge is accessible, we can use
AHP(Analytical Hierarchy Process) to give a more sophisticated overall weighting strategy while we
use EM(Entropy Method)(details will be discussed later in Parameter Estimation Section) to weight
the 12 sub-factors based on the historical data.

Cohesion

Social f &3
% S,
\d/‘e

"\ff

Weighted
Fragile State
Index (WFSI)

h\
o ¢
Ponm & o Fconomic.

Figure 3: Weighted Fragile State Index(WFSI)

We respectively apply EM to the four indicators, each of which consists of another three sub-
factors, which is shown in Figure 3.

Once we get the result from EM, we then multiply it by the FSI we already have, whose result is
exactly what we need.

4.3 2-Time-Slice Hybrid Network
4.3.1 Overview

We now have the normalized measurements of the four most crucial indicators we obtained by
utilizing EM. To better study the interactions between these four indicators, we then formulate its
inner structure and the temporal effects across them into a 2-Time-slice Hybrid Network(2THN).
Specifically, we combine the undirected Markov Network(MN) model with the directed Bayesian
Network(BN) model, which can be illustrated by figure 4.

But why probabilistic models? Although determinism is indeed a very valuable property in mod-
eling, taking the massive uncertainty and noises into consideration, for even a modest problem, giv-
ing an exact answer is often infeasible [14] 1eave alone such a complicated one. Furthermore, accord-
ing to Dan Smith and Janani Vivekananda 1%, there is at least three dimensions’ uncertainty under
the context of climate change’s effects:

1. The precise physical effects are uncertain, including their scale and geography.

2. The knock-on social consequences are uncertain.
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3. The third dimension uncertainty lies in the lack of clear and tested policy prescriptions to guide
the response.

Probabilistic networks(PNs), also known as Bayesian networks(BNs), are already well established
as representations of domains involving such uncertain relations among a group of random vari-
ables [, therefore becomes an eligible candidate. Another reason is that the data is seldom complete
in real life, which is also well supported by probabilistic models both in theory and in practice. More-
over, the separation of knowledge and reasoning ['?! in probabilistic models decouples the system’s
overall complexity.

|
|
|
|
: H E N —_—
|
|
|
t t+n

|
t+1 :

Figure 4: Overview of the 2THN model.

During our research, we found most of the models are either pure Bayesian networks or pure
Markov networks but rarely both. So we feel it necessary to defend our choice of such a hybrid sys-
tem. We have known that the impact between the indicators are mutual and intricate and the inner
structure can even be cyclic. Hence, the impact one indicator imposes on the others will eventually
and inevitably affect itself, which makes this problem problematic. Neither Bayesian networks nor
Markov networks alone can model the pairwise relationships and the temporal dynamics simultane-
ously, which leads to our hybrid system - 2THN.

In our model of 2THN, the dashed-lined area represents the template part, whose structure
will be replicated to other adjacent time slices. The original inspiration is the so-called 2-time-slice
bayesian network(2TBN), where all the links are directed and acyclic. In order to capture more traits
of the interconnected nature of such a fuzzy system, we combine it with another probabilistic graph-
ical model, Markov network, which is undirected. The whole model can be taken into two parts -
inner-time-slice model and intra-time-slice model. The inner-time-slice model is used to analyze
the instant effects and the simultaneous relationships within our four-indicator fragility model while
the intra-time-slice model is used to analyze the temporal effect among the four different indicators.

4.3.2 Assumptions

To simplify our model, we make the following two assumptions for the directed intra-time-slice
model:

1. Markov Assumption

Because we decide to use a template model to make the model more general, we assume
the conditional probability distribution of future states of the process depends only upon the
present state, not on the sequence of events that preceded it ['3l. That is to say, once you know
the current state, you don’t care about the past anymore, therefore you forget about the past.
Specifically, the fragility of the next year only depends on the environments of the current year
instead of a trajectory of the past years. This assumption can be expressed precisely using the
following mathematical expressions:

Given:
(X(t+1) L X(O:t—1)|X(t))
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Then:
T-1

P(xOT)y = p(x©) H P(X | x®)
t=0

where X! is the random variables(nodes) in time slice t.

2. Time Invariance
We further assume the dynamics of the system don’t depend on the time in our model, which
is to say, for all given ¢, we have:

P(XTDIX®) = P(X'|X)

where X' denotes the next time slice and X denotes the current time slice, therefore we can
replicate the same model to every transition instead of creating one for each of them.

4.3.3 Precautions

An important parameter of our model is the time granularity AT. We set it to one year for the
time being in order to make it easier to get valid data. But this interval can be reset to a smaller value
if enough data becomes available in the future.

Another very important point worth caution is that the inner-time-slice model and the intra-time-
slice model should never be mixed up remissly. These two pieces are designed for different dynamics
and different purposes. All models are wrong, but some are useful . If you are mixing them up,
you are risking confusing the map with the territory. As Lee states in Plato and the Nerd:

Models are human constructions. Modeling paradigms are also human constructions.
Therefore, both are subject to creativity. They are invented not discovered!®l.

Therefore, models are also subject to the context of the concrete problem. Hence, we would like
to restate the subtlety here although mentioned previously:

1. Inner Structure - Markov Network
In our model, it captures the intricate pairwise and simultaneous relationships between the
four indicators. It can be used to analyze the integrative node-node interactions without the
notion of time, therefore to better understand the whole system.

2. Intra Structure - Dynamic Bayesian Network
In our model, it models the dynamics of the system over a time series. It enables us to monitor
and update the overall system as time proceeds, and make future predictions, which is the
central model of the following discussion.

4.3.4 Inner Structure - Markov Network

We learned the following Markov network from data, representing the pairwise relationships
between the five indicators. The lines between the nodes denote the mutual interactions of these
indicators.

For each edge between two of the five indicators(Economic F, Cohesion C, Political P, Social S
and CCIC CCIC) X, Y, there is an associated factor(aka. affinity function, compatibility function,
soft constraints) ¢;;(X,Y’), which is a replacement of the conditional probability in a Bayesian net-
work. The factor represents the local happiness of the variable '?l X and Y to take a particular joint
assignment. We can get such factors through some particular algorithms which will be introduced in
parameter estimation.

Having all the factors in our model, we are able to calculate the product of factors Pyp:
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Social

Cohesion Economic

Political

Figure 5: The inner structure of 2THN.

k
Py(E,C,P,S,CCIC) = H bi(Fy) (4)

where w is the coefficient, f is the feature function and D; is the j* factor, e.g. (C, P), (S, E). Then
we can normalize it using:

1 -~
P(E.C,P,5,CCIC) = _Py(E,C,P,5,CCIC) (5)

where 7 is called the partition function:

Z =Y Py(E,C,P,S8,CCIC) (6)

A relatively subtle point of the Markov network model is that there isn’t a natural mapping be-
tween the probability distribution and the factors. This means we have to explicitly specify the fac-
torizations. Here, we claim this network to be a pairwise network in order to do so. Note further, the
pairwise factor is commutative in our model, so there are 7 factors in total in this network, listed as
follows:

(P, C); (C,S5); (S, E); (E,CCI).

4.3.5 Intra Structure - Bayesian Network

To visualize the conditional dependencies across time slice, we use the directed acyclic graph(DAG),
shown as Figure 6:

jelello] - ccie l

Ecnomic \& Economic’ l

%_J

Political

Cohesion

Social

CICIEIT)

Political

Social'

.
t+1

Political”

Sogcial”

.
t+2

Figure 6: The intra structure of 2THN.
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For each node in the DAG, there exists a probability distribution function(pdf), whose dimension
and definition depends on the edges leading to that node. In our example, the dashed line denotes
so-called "persistence link", which links the same node from ¢ to ¢ + 1(the unprimed node to the
primed node). The solid link denotes the other dependencies between different nodes. This structure
is replicated for all the given time ¢; to ¢; + 1 while in this graph we only show 2 steps. So for a
trajectory over 0,1, ...,7, we can then unroll the template network to a flattened ground network.
That is to say, we can, therefore, make predictions over an arbitrarily long time series using some
inference algorithms, which enables us to get insights of the deep causal relationships among the 5
elements.

The joint probability distributions can then be calculated using the chain rule according to Equa-
tion 7.

P(X'1x) = [ P(X][Pay) )

=1

where X' is the set of random variables in the next time slice, X is the random variables in the
current time slice, and Pa - is all the parents of X Z’ .

5 Parameter Estimation

In this section, how to determine the weight of the 12 fragility indicators as well as how the
structure and parameters of 2THN model are determined are introduced.
5.1 Weight Calculation
5.1.1 Formation Of indicator eigenvalue matrix C

Suppose there are evaluating indicators counted m, evaluating objects counted n, then forms the
indicator eigenvalue matrix C' = (¢ij)mxn

C11 C12 ... Cin
C21 C292 e Con,
C=] . . | =G 8)
: : . . mxn
Cml Cm2 ... Cmn

where c¢;; is the data of the jth evaluating object on the ith indicator

5.1.2 Calculating the entorpy of indicators

Information entropy is the measurement of the disorder degree of a system[?8l. When the differ-
ence of the value among the evaluating objects on the same indicator is high, while the entropy is
small, it illustrates that this indicator provides more useful information. On the other hand, if the

difference is smaller and the entropy is higher, the indicator provides less useful information.?]
n
e;=—1xkY (pijInpy) )
j=1
In which,
n
1
= Cj Cij and k=—
ij 1] ]:ZI 1] lnn

where ¢; is the entropy of the ith indicator, e;>0.
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5.1.3 The coefficient of variation of indicators

gi=1—e

where g; is coefficient of variation. The larger the g; is, the more significant the ith indicator is to the
model.

5.1.4 Calculating the weight of entropy

m
w; = gz/z gi (10)
i=1

where w; is the weight of the ith indicator.

If each evaluating object on the ith evaluation indicator is exactly the same, the entropy reaches
the maximum value of 1 and the corresponding weight is 0, which means this indicator provides
nothing useful for the decision maker, that is to say, it can be ignored. In contrast, if each evaluating
object varies on one indicator, then the entropy of the indicator is small and the weight is high,
indicating that the indicator provides more useful information and should be focused on.

5.1.5 Normalization of indicator eigenvalue matrix

According to aforementioned three methods of data normalization, normalize equation (8) to get
equation (11)

11 12 . T1n
T21 T922 . Ton
R=| . . =i (11)
: : T : mxn
1 ™2 .- Tmn

where r;; is the data of the jth evaluating object on the ith indicator, and 7;; € [0, 1].

5.1.6 Fuzzy Comprehensive Entropy Weight Medol

According to the definition of membership matrix, the relative optimal membership degree vec-
tors of inferior and superior ones are respectively:

b=0 0 0 --- 07
h=(1 11 ... 1T
The optimal membership degree of the evaluating object is:
1
U; = 2
1+ [d(ry, h)/d(rs,0)]
1 (12)

i=1 =1

m 2/q
1+ { (witrig —h)| " 3 [witrss bi)}q}

5.2 Parameters of 2THN

Recall that previously we have introduced the representation of the 2THN model. but we haven’t
dived into the details of how to apply such model yet. One essential work of constructing probability
networks is to learn its parameters, including its structure and conditional probability distributions,
after which we can then conduct inference on the unknown data or updating the existing model.
Here we will briefly introduce the mechanisms of such process using the intra-time-slice Bayesian
network(figure 6 ) as an example, leaving out the Markov network to avoid duplicates.
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5.2.1 Learning

Although extensive researches have been done upon the relationships among the four indicators
and the impact of climate change!'”- 181920 none of them considered all of the five as a whole. Fur-
thermore, according to the report of the Climate Change and Fragile States Workshop held on September
28 and 29, 201181, perfect knowledge is not available, especially in contexts of fragility and it's essen-
tial to step back from our understandings and assumptions and think openly and holistically.

Learning the structure of the Bayesian network model that represents a domain can reveal in-
sights into its underlying causal structurel?!l while learning the parameters can reveal the details of
how the nodes are connected, which exactly embodies the concepts addressed above - to think openly
and holistically. Another benefit we can get from utilizing this strategy is that continuously updating
both the structure and the parameters becomes easy, making it possible for the model to evolve over
time with more and more data fed in. Hence, both the structure and parameters of our model are
learned from data, concretely, we use the pgmpy python library!?®! for the implementation.

Structure Learning To summarize, the overall strategy is to use a score function to rate each net-
work and choose the one with the best score. Given the data set D, the structure G’s score is:

P(DI9)P(9)
P(D)

which is the posterior probability of G given data D. Note that the denominator is fixed for a
given data set, so our task reduces to maximize the numerator P(D|G)P(G). To further simplify the
problem, we assume a uniform prior distribution over P(G)(see Heckerman!??! for other discussions),
therefore P(D|G) is the only one left:

Score(D,G) = P(G|D) =

P(DIG) = / P(D|G, p)P(p|G)dp

where p is the weight by the posterior probability of all the possible parameters. For multinomial
PDFsl'6l:

n ng

ri
I'(aj) Ik + Nijr)
P(D|G) =
(PI5) H H I(eij + Nij) 1_[1 (i)

where «a;;;, and N, are the hyperparameters, which counts for the probability distribution func-
tion of X; for parent configuration j.
This process can be complicated for two main reasons:

(1) Difficulties in inferring causality.

(2) The exponential number of directed edges that are possible for a given dataset.

To tackle these problems, we choose to use Greedy Hill Climbing algorithm with a reduced
factor set(keep only 5 elements). But while we gained better performance through this approach, we
are also faced with the risk of getting stuck in a local optimum, which can be well solved by applying
random restarts.

Parameter Learning Parameter learning is relatively less problematic than structure learning, it is
similar to many common parameter training algorithms in the field of machine learning. We use the
normalized data as input, then train the previously constructed network using Maximum Likelihood
Estimation(MLE4) to get the conditional probability distributions of every random variable.
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5.2.2 Inference

In general, a computation of a probability of interest given a model is known as probabilistic infer-
encel??l. Having the joint distribution of X, in principle, we can compute any probability of interest
about X. Typically, we will be in a situation where some evidence is observed so that we can infer
something else about other variables. Generally, the queries can be expressed using the following
question: "What is the whole probability distribution over variable X given evidence e, P(X|e)??*!” Con-
cretely, given the query variables X, observed evidence E = e and unobserved variables Y

P

P(X|E=¢) = ](D)((é)e) a 3" P(X,e,y)
Yy

which means to simply sum over all the variables not involved in the query. For other more
sophisticated inference methods, see Butz, et all?7l,

6 Analysis

6.1 Intuition

We can easily draw the following intuitive conclusions from both Figure 5 and Figure 6:

1. CCIC can affect economic directly since they are connected directly in both graph.

2. CCIC can affect all the other three elements indirectly through the flow of influence.

These conclusions are rather intuitive, hence easy to understand. We will then try to justify the
above intuitions using some formal methods and gain further understanding of the dynamics of this
system.

6.2 Posterior Mean Value Analysis

The most direct way to understand how one element may affect the other is to visualize it. Since
we already considered the country’s vulnerability in CCIC, we can then synthesize all the 111 coun-
tries” data to conduct the posterior mean analysis.

The results of the four indicators are rather
similar(Figure 8). From the four wired curves
caused by CCIC, we can see that CCIC is not al- ol ean Variables
ways linearly correlated with the other four in-
dicators(recall that CCIC is considered to be the
larger the better). We interpret this phenomenon
by the following hypothesis:

M Economic

M Social

M Political
Cohesion

0.230 7|
0.220 |
0.210 |
0.200 |

0.190

(1) Within a reasonable range, concretely
(0,0.2) in our model(we call it the Warn-
ing Zone(WZ)), CCIC can effectively pro-
mote or diminish all the other four indica-
tors, whose impact can be approximately
considered as positively linear.

0.180

0.170

0.160

0.150 |

0.140

0.130 ~— —_ — — — — — — — —
010  0.20 030  0.40 050  0.60 070 0.80 0.90 1.00

(2) After WZ, CCIC’s impact gradually re- Varabe Means
cedes, ultimately exercises no or even neg-
ative impacts on the other four dimen-

.o, Figure 7: Posterior mean analysis for CCIC.
sions’ performance.
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We further postulate that when global cli-
mate change deteriorates to a certain extent, its
influence will gradually emerge. Until then, the impact is invisible to people. Hence, we must be
aware of its presence and get ready to properly handle it. Another interesting point(the red outlier
line) lies in Figure 7, where the red line(economic) becomes an outlier. Its slope is slightly higher than
the others, which can be explained by the direct connection between CCIC and economic.

Cohesion Mean Economic Mean
0.80 0.80

W Social | ccic

W Political 0757 m political

070+ M Economic M Cohesion

cac 0.70 7 Social

0.25 1

0.30
0.20
0151 0257

0.10 T T T T T T 0.20 T T T T T
000 010 020 030 040 050 060 070 080 090 1.00 000 010 020 030 040 050 060 070 080 090  1.00

Variable Means Variable Means

Social Mean
0.70
. » M Cohesion
M Economic g | ccc

N 0.65
] W Cohesion W Political
0.80 | cac Economic
Social 0.60 |
0.70 0.55
'
#

Political Mean
0.90

0.10 T T T T 1 0.15 T T T T
000 010 020 030 040 050 060 070 080 090  1.00 0.00 010 020 030 040 050 060 070 080 090 100
Variable Means Variable Means

Figure 8: Posterior mean analysis for the 4 indicators.

6.3 Other Analysis

We also conducted other analysis to our model, including both statistical methods(correlation,
etc.) and information-theoretical methods(mutual information, Entropy, etc.), shown in Table 1, Ta-
ble 2, from which we can see that the bond between CCIC and economic is weaker than the others.
This is reasonable to some extent. But it may also indicate that not enough evidences are provided
to convince ourselves that climate change can actually have a great impact on a country’s economic
system. With more data, the actual bond may gradually emerge, and presumably become strong
than the current one. Moreover, other bonds other than the current set are also possible to emerge in
the future.

7 Task 1: Models and Standard Lines

7.1 Determine the standard line by K-Means Clustering Algorithm

After all the four indicators of WFSI for a country have been calculated, we still don’t have a
qualitative concept about the country’s current state. Fragile? Vulnerable? Or stable? Therefore,
K-Means clustering algorithm/3® is adopted to set a standard.
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KL Mutual [Consistency
Divergence | information| Estimate
Sum 3.3175 3.3175 3.3175
Mean 0.8294 0.8294 0.8294
Standard Deviation 0.3377 0.3377 0.3377

Table 1: Overall metrics.

Symmetric | Symmetric
Parent Child KL Relative Overall Mutual |Normalized | Relative Gy, -test G-test | Pearson's
Divergence | Weight | Contribution |information Mutual Mutual KL (Data) [Correlation

Information | Information
Political | Cohesion 1.1556( 1.0000 34.8327% 1.1556( 34.7862%| 40.9864% |983.6067 | 983.6067 0.9053
Economic | Political 0.9829| 0.8506 29.6288% 0.9829| 29.5893% | 34.3695% |836.6590 (836.6590 0.8754
Cohesion |Social 0.9143| 0.7912 27.5612% 0.9143| 27.5244%| 31.2598%|778.2728|778.2728 0.8142
CCIC Economic 0.2646| 0.2290 7.9774% 0.2646 7.9667% 9.0010% | 225.2653 | 225.2653 0.2602

Table 2: Metrics for node-node relationship.

One drawback!®’! to the algorithm occurs when it is applied to datasets with m data points in
n > 10 dimensional real space R™ and the number of desired clusters is £ > 20. In this situation, the
K-Means algorithm often converges with one or more clusters which are either empty or summarize
very few data points (i.e. one data point). However, our model has only four dimensions and X,
which denotes the number of clusters, is 3 in our model. So, KA is suitable for our model.

Given a datasets D of m points in R" and cluster centers Ct, C%¢ ... CFt atiteration t, compute
ChiHl o2+l ORH atiteration t + 1 in the following 2 steps:

1. Cluster Assignment. For each data record z' € D, assign z* to cluster h(i) such that center
C"0):t is nearest to 2 in the 2-norm.

2. Cluster Update. Compute C!*! as the mean of all points assigned to cluster h.

Stop when O+l = Cht = 1,... k, else increment t by 1 and go to step 1.
After training a K-Means model using the data we have, we find it performs well as is shown in
Figure 9.

Because we have four dimensions, which can’t be shown in only one figure. Hence, we draw each
three of them for one time in a figure, after which we get these four figures.

7.2 Identifying the Impact of Climate Change
Please see 6.1 and 6.2.

8 Task 2: Case Study - Sudan

Among all of the top 10 most fragile states, we can only get the data of Iraque and Sudan. Con-
sidering the extensive chaos and wars in Iraque, we finally chose Sudan.

Conducting causality inference in probabilistic models are rather easy. According to our data, we
provide our model with a new piece of evidence:

P(0.067 < CCIC < 0.091) = 1

We then calculate the probability of other variables accordingly, the original and post-evidence
results are shown in the same graph(Figure 10) for the purpose of comparison. It is obvious that
CCIC can result in a high probability of low score in all the other four variables without other ex-
ternal intervention, especially economic. Hence, we can conclude that climate change can make the
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Cohesion-Economic-Policy Cohesion-Economic-Social

Social

Policy

Social
Social

opq St Qo\'\d
Figure 9: K-Means Model Results

bad situation even worse, through directly weaken one country’s economic system and indirectly
influence all the other variables.

Therefore, if we conversely set CCIC to be greater than 0.38, it would result in a higher probability
of high score in all the other variables, therefore leading to a less fragile state. For more concrete
strategies in order to ease the fragility of Sudan, see section 10.
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Figure 10: Impact of CCIC.

9 Task 3: Case Study - Greece

9.1 WTFSI and CCIC for Greece

Greece is chosen to be evaluated by our model. Firstly, we get the WFSI and CCIC scores for
Greece from 2008 to 2012 as shown below in Figure 11. Note that each score of Greece is below 0.35
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and the changes between years are small, so we set the radar chart boundary to 0.35 to better show
the trend of the changes.

Greece @D 2008 @D 2009 [ 2010 2011 2012

1 4 ¢

Figure 11: WFSI and CCIC for Greece from 2008 to 2012

The details for each year is shown in Table 3. In these five years, Greece stays in the vulnerable

state.

Year

CI

EI

PI

SI

CCIC

Category

2008
2009
2010
2011
2012

0.34311201
0.33108916
0.3177221
0.32430351
0.30322494

0.30068317
0.28565486
0.31542998
0.3477323
0.29910825

0.32482785
0.3052545
0.27146437
0.27657189
0.29347285

0.33128552
0.28280523
0.30181049
0.26598385
0.32876026

0.110295
0.119507
0.081737
0.086050
0.095530

vulnerable
vulnerable
vulnerable
vulnerable
vulnerable

Table 3: WFSI and CCIC for Greece from 2008 to 2012.

The data above suggests that, although the current status of Greece is acceptable, the FSI scores of
it is gradually reducing. Especially, the cohesion index and policy index decline obviously. Although in
2008 the Greek economy was regarded as the 27th largest economy!*®! of the world by nominal Gross
Domestic Product (GDP) with 32,100 USD GDP per capita®, as a corollary of the international fi-
nancial crisis and the local unrelenting spending, Greek citizens started facing serious socioeconomic
turmoil. In 2009, the economic crisis impinged on a greater proportion of the population, whereas
in 2010 a Memorandum of Economic and Financial Policies was signed in order to avert Greece’s
default. The same year, national estimates showed that GDP dropped to -3.5%, while unemployment
rates reached as high as 14.2%, with 180,000 people losing their jobs! . In 2011, the profile of the
Greek economy appears the gloomiest of the decade: GDP further declined to -6.1%, whereas unem-
ployment rates increased from 6.6% in May 2008 to 16.6% in May 2011. Concomitantly, throughout
the same period, the debt has grown from 105.4% in 2007 to 160.9% of GDP in 2011 (239.4 billion
euros to 328.6 billion euros)4!.

9.2 Prediction for Greece

Using the model 2THN, we predict the future status of Greece, shown in Figure 12. The detail
predicting data from 2013 to 2017 is shown in Table 4.

Year CI EI PI SI Category
2013 0.32372539 0.27658597 0.30632332  0.34520463  vulnerable
2014 0.27213682 0.23103887 0.25672303  0.38824761 vulnerable
2015 0.27160032 0.26766136 0.25412672 0.46719683  vulnerable
2016 0.24880141 0.24614655 0.2126675 0.444723410 fragile
2017 0.27053746 0.26077977 0.18593567  0.24906261 fragile

Table 4: WFSI C for Greece from 2013 to 2017.
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2008 2010 2012 2014 2016

Figure 12: WFSI for Greece from 2008 to 2017

Frankly speaking, the wired peak in our prediction results are not very easy to interpret. Presum-
ably, the reasons may lie inside the complex black box implementation of our model, which forms a
weak point of our model.

Despite the absence of the full understand of the result, in order to get the tipping point, we
retrieve the center of the three cluster calculated by KA(see section 7.1 for more information), which
respectively are:

[0.7146366, 1.48168573,2.62917114]

Then we calculate the mean of the two smaller values as the tipping point. We can then draw
the conclusion from Table 4 that Greece may turn to fragile state in 2016. Among the four index,
the policy index and social index fluctuate wildly while the social index even plays a decisive role of
Greece’s turning back to fragile state.

10 Task 4: Possible Strategies

Climate change is a global issue (fixed CCI), which is hard to be adjusted by only one country’s
efforts. However, we can find a breakout according to our model - CCV can differ from country
to country, which makes it possible to mitigate the risk of climate change by launching particular
policies on a state level. Based on the indicators that form CCV, we can reduce CCV from six equally
weighted dimensions according to NG-GAIN: food, water, health, ecosystem services, human habitat
and infrastructure.

We again take Sudan as an example, the proposed state driven interventions in Table 5 may help
to increase its resilience to climate change, therefore help to prevent it from becoming a even more
fragile state under the severe climate change.

Note that it is impossible for us to diminish CCV down to zero. So in order to set a realistic goal,
we roughly recommend some percentages based on the current speed of development!*3l. And the
estimated costs of the interventions are given by consulting the Expenditure Review of Sudan?],
combined with the goals of interventions as percentages.

11 Task 5: Scalability Analysis

Our models are originally based on national level, which are relatively independent entities. We
find that continents are more similar to countries than cities from the perspective of independence
level. So we postulate that our model can be scaled to continents under some adjustments but prob-
ably not cities.

To simplify the problem, we simply average the WFClIs for all countries on a single (modi-
tied)continent directly to get the new WFClIs(Weighted Fragile Continent Index) and then visualize
them, as shown in Figure 13(The gray area means that we have no data of it).
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Sub Indicators  Value Interventions Estimated Cost

Provide farmers with support on Fertilizer, Irrigation, Pesticide, .
0.739 $8 million/year
: Tractor use to increase yield by 10% every three year.

Food

Introduce technology to build dam or amplify dam capacity. .
Water 0.691 $3 million/year
Increase clean water storage by 6% every three year.

Spend more budget on medical staffs to reduce the deaths from .
Health 0.709 $2 million/year
climate change induced diseases by 8% every three year.

Enact more strict policies to protect biomes and reduce the
Ecosystem 0.661 ] $80,000/year
vulnerability score in terms of ecosystem by 1% every year.

Improve the quality of trade and transport especially paved
Habitat 0.547 $500,000/year
roads to reduce the habitat index by 2% every three year.

Put more effort into disaster preparedness to reduce the
Infrastructure = 0.337 $600,000/year
damage of disaster by 1% every three year.

Allinterventions above try to reduce CCV to improve the -
ccv 0.620 $14.18million/year
climate change resilience of SDN (CCIC = (1-CCV) =CCl)

Table 5: Proposed solutions to Sudan’s case.

~o
Low

o
&

(a) Climate Change Index by Country. (b) Weighted Fragile Continent Index.

Figure 13: Results with continents.

Note that we didn’t use the geographical "continent" as defined in Wikipedia. Instead, we made
some adjustments to the "structure of the world", notably we put the area in the south of the U.S. as
a whole(Latin America). This is because that the economic and social environment of these countries
differ too much from the U.S. and Canada despite the fact that they are in the same continent. For a
counterexample, please find Australia in both graphs and make a comparison. The modeling result
is not very ideal since Australia should have had a very healthy score. The problem lies in the weak
cluster strategy, which could be solved by splitting countries like Papua New Guinea to the Southeast
Asia. After further research, we eventually draw the following conclusions:

1. Our model can be applied to continents if proper adjustments(such as re-clustering) over the
definition of the term "continent" are made. Concretely, the adjustments should take the eco-
nomic, social and political difference among the clustered countries into consideration.

2. The probability of our model’s application on cities is remote unless we substitute the 5 major
indicators with some re-designed indicators and re-weight them accordingly. The reasons lie in
the shrink of the "granularity" of the problem, making it harder to predict the overall system’s
performance. As a result, more sophisticated models are required instead of a simple 5-element
network.
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12

Strengths and weaknesses

Generally speaking, our model is designed for average countries. One country can use this model
to guide its direction of development by conducting inference on the trained network.

12.1
1.

12.2

Strengths

Robustness and flexibility.

The fundamental strength of our model comes from its enormous flexibility, where none of the
parameters in our model is fixed, even the structure of the network. And since that all the
parameters are learned from data, our model is very easy to be customized, therefore could be
applied widely. Our model also incorporates the idea of big data. That is to say, with more and
more data(evidence), our model can give more and more precise predictions. Furthermore, our
model has the notion of time, which is omitted in most mathematical models.

Combination of data and expert knowledge.

Besides effectively utilizing the data, our model also takes advantage of the expert knowledge
when determining the weights(AHP) and constructing the network. This gives our model a
second dimension’s insight.

. Easy to understand.

Adopting a hierarchical structure, our model can be easily understood with a single graph and
several lines of explanation, see Figure 1. Hence, our model is more likely to be understood
by the decision and policy makers with the presence of their knowledge gap in the complex
interconnected system.

Weaknesses

. Potential vulnerability due to the lack of data.

The fundamental weakness of our model also comes from data. Since our model is so depen-
dent on data, it is likely to be useless when considering countries in abnormal situations, such
as large-scale wars and natural disasters.

. Potential invalid assumptions.

Another obstacle that may hold back our model’s performance is that the assumptions made to
simplify the model may be invalid, therefore leading to a less useful model. For example, the
fragility of one country may depend on other factors other than the 4 factors identified by us.
Our model may also fail to give reasonable results when encountering some abnormal cases.

Potential abnormal phenomenons.

Due to the internal complexity of the inherent structure of 2THN, some outcomes of our model
may be hard to interpret(see section 9.2), which is also the drawback of many other machine
learning approaches such as neural networks. (Note that the internal complexity doesn’t neces-
sarily conflict with its comprehensibility for that it can be treated as a black box.)
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Appendices

import numpy as np
import pandas as pd

class Data:
def __init__ (self, data_filepath,
reassign_value=0.0001) :
self.data_filepath = data_filepath
self.from_year = from_year
self.to_year = to_year
self.reassign_value =

@staticmethod

def _entropy_method(C) :
= C / np.sum(C, axis=0)

i =- (1.0 / np.log(C.shape[0]))
i=1-e_1

i =g_1i / np.sum(g_1i)

R_i = np.min(C, axis=0)

return np.sum(w_1i = R_1i,

P
e__
g_
W__
/ C
axis=1)

def _CCI_entropy_method(self, C):
Cl:, 0] = np.min(C[:, 0]) / C[:, O]
c[:, -1] =C[:, =11 / np.max(C[:, -
# reassign zero value to reassign_v
for k in range (C.shape[0]) :
for 7 in range(C.shape[l]):

from_year=2006,

reassign_value

* np.sum(P * np.log(P),

1])

alue

* np.sum(P * np.log(P),

if Clk, j] ==
Clk, j] = self.reassign_value
P =C / np.sum(C, axis=0)
e i =- (1.0 / np.log(C.shape[0]))
g i=1-e_1
w_i = g_i / np.sum(g_1i)

return np.sum(w_1i « C, axis=1l)

def get_data(self, norm=False):
country_data = {}
data = []
fsi_file_path =
df =
countries = set (df["Country"])

for i in range (6, 13):
year = 2000 + 1
file path = fsi_file path.format (
df = pd.read_excel (file_path,
before_keys = list (df.keys())
temp = np.array(df.iloc[:, 3:1)

self.data_filepath + "fsi-{}.xlsx"
pd.read_excel (fsi_file_path.format (2017))

year)

index_col=0)

cohesion_index
economic_index
political_inde
social_index =

= self._entropy_method(temp[:, 0:3]

= self._entropy_method(temp[:, 3:6]

self._entropy_method(temp[:, 6:91)
)

self._entropy_method (templ:,

X =

to_year=2012,

axis=0)

axis=0)

df ["cohesion_index"] = cohesion_index
df ["economic_index"] = economic_index
df ["political_ index"] = political_index
df ["social_index"] = social_index

df = df.drop(before_keys, axis=1)
data.append (df)
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for country in countries:
country_data[country] = []
for year_data in data:
if country in year_data.index:
country_data[country] .append(list (year_data.ix[country]))
country_data[country] = np.array(country_datal[country])

df = None
for 1 in range (6, 13):
year = 2000 + 1

file_path = self.data_filepath + "CCI-" + str(year) + "-normalized.csv"
if df is None:

df = pd.read_csv(file_path)
else:

df = df.append(pd.read_csv(file_path), ignore_index=True)

temp = np.array(df.iloc[:, 1:])

CCI = self._CCI_entropy_method (temp)
CCI_country_name = set (df.iloc[[:, 0])
df["CCI"] = CCI

df = df[["Country", "CCI"]]
df_vulnerability = pd.read_csv(self.data_filepath + "vulnerability.csv",
index_col=1)

result = []

for country, C in country_data.items/():
if country in CCI_country_name:

= np.array (df_vulnerability.loc[country]) [-11:-4]

= np.array (df [df ["Country"] == country].iloc[:, -11])

compute CCIC

M x (1 - N)

for 7 in range (0, C.shapel0]
before_year = 1list(C[], :])
now_year = list(C[j + 1, :1)
before_year.append (M[j])
before_year.extend (now_year)
before_year.append (M[J + 1])
result.append (before_year)

2 #H X2

1):

# data discretization
result = np.array(result) = 20

X = np.array (result, dtype=np.int)
if norm:
return X / np.max (X, axis=0)

else:
return X
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