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Saving the Green with the Greens

Problem Clarification

With environmental doom impending on us, governments across the globe are trying to �nd the best way to combat 
this fate. Unfortunately, they do not have access to the kinds of models necessary for the kind of decision-making they 
wish to achieve, due to a lack of understanding the direct human element in the situation. We based our model entirely 
on human relationships and in�uences: the thing policy makers have the most control over.

Model Design

To be especially relevant to each country’s decision makers, our model directly predicts human results (measured in 
2013 US dollars) with economic variables that are easily in�uenced by legal policy. We further improve our initial design 
by incorporating geographic proximity, diplomatic relations, and clustering data into a network model. All parameters 
were derived entirely from a data-driven approach.
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Environmental
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Result

Our Method

Standard Method

Results

�is design gives us excellent prediction accuracy, stable solutions based on multiple forms of sensitivity analysis, and 
easily interpretable results. Our network model allowed us to use the famous PageRank measure to determine the most 
in�uential nations. Additionally, running simulations on individual countries implementing optimal policy and measur-
ing each’s global e�ects on the total economic loss due to the environment shows exactly which countries are most in�uen-
tial to the fate of Earth’s health and the necessary conditions on which to stabilize the world’s rising environmental 
damage toll.
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Introduction

Clarification of the Problem

Despite the best e�orts of the scienti�c community, 
many aspects of environmental science are di�cult to 
model, and it is especially di�cult to see the cause and 
e�ect dynamics of human action due to the inherent 
randomness of the relationship between anthropogenic 
factors and environmental response (Pindyck, 2007). 
Given the di�culties of this position, we seek to create a 
new model that looks to the human aspect of ecological 
damage for better understanding of how human reac-
tions can alter the fate of the planet.

Abstract
Without the focus of human factors in current models, it is di�cult to �nd the ideal human solution, and that was 
the force driving our model design. To be especially relevant to each country’s decision makers, our model directly 
predicts human results with economic variables that are easily in�uenced by legal policy. We further improve our 
initial design by incorporating proximity, diplomacy, and clustering data into a network model. Our network model 
allowed us to use the PageRank measure to determine the most in�uential nations and running simulations on 
individual countries implementing optimal policy and measuring each’s global e�ects on the total economic loss due 
to the environment shows exactly which countries are most in�uential to the fate of Earth’s health and the necessary 
conditions on which to stabilize the world’s rising environmental damage toll.
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Model Design

Standard approaches to environmental modeling 
involve measuring intermediate environmental variables 
to form the link between human actions towards Earth’s 
environment and Mother Nature’s response. 
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Our Method

Standard Method

While there are certainly merits to that approach, 
there are also a number of drawbacks, such as ignoring 
the potential for human reaction to the environment 
(Chakravorty and Roumasset, 1997). Because most 
models do not focus on this relationship, it has not give 
policy makers a very clear picture of what needs to 
happen on their part.

We propose a model that takes a data-driven approach 
to directly predict human result from human actions 
using machine learning techniques. Using this method-
ology allows us to avoid the pitfalls of the standard 
method by using human action as our independent 
variable. �e advantage of this is that we �t less of the 
noise of the environmental variables which behave indis-
tinguishably from randomness, and we also have the 
possibility of capturing latent variables that may not 
normally be measured by environmental studies.

Earth Damage Score (EDS)

In order to develop a meaningful measure for the envi-
ronmental harm experienced by any particular country, 
we de�ned the yearly Earth Damage Score according to 
the economic loss by that country, measured in 2013 US 
dollars, induced by natural disasters and carbon dioxide 
damage using data obtained from �e World Bank’s 
Databank and Maplecroft. Such a measure was chosen 
because it represents environmental e�ects in a format 
that is easily digestible and directly relevant to policy 
makers.

We designed our models to predict the percent per 
year increase in each country’s Earth Damage Score, 
allowing the models to take compounded e�ects into 
account as is necessary for environmental predictions 
because the e�ects of past actions persevere even as new 
measures are taken.

�roughout this paper, we use root mean square error 
as a metric for the inaccuracies of our predicted data. 
�is commonly used measure for error is obtained by 
squaring the data, then calculating the arithmetic mean 
of the di�erence between the actual and predicted data 
and, �nally, taking the square root. �is is ideal because 
it ensures that small errors in di�ering directions do not 
cancel each other and the unit of measurement is kept 
meaningful.

Human Actions

We chose to use certain economic variables as inputs 
into our model as they are capable of being in�uenced 
directly by legal policy and are indicated by evidence to 
in�uence environmental factors. 

Population and Change In Population
Not only does a rise in population inherently increase 

agricultural and industrial growth, it adds more bodies to 
shelter, transport, and contributes more waste (Good-
land, 1992).

Agricultural Growth
Agricultural practices today result in deforestation, the 

release of pesticides, soil degradation, and water pollution 
from runo�. �ey are also a tremendous consumer of 
energy and a large contributing factor to the emission of 
carbon dioxide and other toxic chemicals into the atmo-
sphere (Trautmann, 2012).
Industrial Growth   

While industrial development is necessary to move 
away from our consumption of fossil fuels and toward a 
more sustainable source of energy, it nonetheless contin-
ues to contribute to the addition of toxic chemicals to 
the environment and carbon dioxide emissions (Grubb, 

Muller, and Butter, 2004).

GDP Growth
Correlations have been found between economic 

growth and the production rate of pollutants by a coun-
try (Grubb, Muller, and Butter, 2004) (Friedlingstein, 
2010).

Literacy Rate
Literacy rate is a good indicator of poverty within a 

country and it is correlated to other factors such as 
agriculture and industrial growth (Ahluwalia, 1976). It 
combines a number of factors that are subject to human 
in�uence into one easily obtained number.

Data Preparation

All of our economic variables were also obtained from 
the list of world development indicators in �e World 
Bank’s Databank. We collected this information by 
nation for the main reason that the data was already 
recorded that way. We use the �rst time derivative of 
EDS to run our simulation and obtain future predic-
tions, while controlling the second derivative directly to 
represent policy changes in each country.

Assumptions

Environmental damage is influenced by human actions.
Our model measures the e�ect of human action on 

economic loss due to environmental factors. �is is 
widely perceived to be true, but the assumption is neces-
sary for the creation of our model.

Human action can be controlled, at least in part by legal policy.
�is is also perceived to be true, and necessary for 

predicting the possible outcomes of policy change.

Countries that are near each other share similar environmental effects.
Assuming that environmental e�ects spread beyond 

borders allows us to model the interdependencies of the 
environment.

Policy changes are likely to propagate across diplomatic links.
�is assumption allows our model to capture the 

ripple e�ect on the spreading of ideology between 
nations. 

Each country’s environmental invariants behave approximately as 
constant throughout the timeframe of the analysis. 

Our model doesn’t take environmental variables into 

more baselines: a simulated model where the EDS was 
predicted with a normally distributed random variable 
and another naive model which predicted the arithmetic 
mean regardless of input variables. As we can see in the 
table, the economic model does signi�cantly better than 
both the random and constant model, but it is 35% less 
accurate than the environmental model.

account, and thus the model captures national invariants 
such as size, latitude and longitude by solving for a 
constant.

Our calculated Earth Damage Score is a good proxy for the true 
economic loss due to environmental damage.

Solving for any country’s true economic loss due to the 
environment is an incredibly complex problem, and is 
di�cult to measure (it is hard to truly know how some-
thing such as biodiversity loss will cost); therefore we 
assume that our measure approximates the true loss well.

Our Model

Tikhonov Regularization

For a simplistic model, we used Tikhonov Regulariza-
tion, a machine learning algorithm and a form of linear 
regression which includes a regularization matrix to 
prevent over�tting of the data (Hoerl, 1970). �is algo-
rithm is an appropriate choice for the model because it’s 
especially well suited to problems with limited data and a 
relatively small Vapnik–Chervonenkis dimension (Vap-
nik, 2000). Using other models in this situation would 
lead to much worse prediction rates for future applica-
tions.

�e economic variables were the features of the algo-
rithm represented by the A matrix, the changes in EDS 
were represented by the b vector, and the identity matrix 
was used as the regularization matrix, Γ). In addition, 
one binary variable for each country was added as an 
additional feature to allow the algorithm to �nd optimal 
constant values for each country, allowing the algorithm 
to take environmental and geographical invariants into 
account. w is the vector of weights for each feature, with 
the weights of each binary country variable equal to that 
country’s constant value. w is the set of weights that min-
imizes the objective function, and is what is used for 
future prediction tasks.

As a comparison, we implemented a similar model 
with environmental instead of economic variables 
(carbon dioxide emissions,electric power consumption, 
water pollution, livestock production and forest area) in 
order to have a baseline for model accuracy. We had two 

Geographic Network Model

Our simplistic model treated each country as an inde-
pendent entity and wasn’t designed to incorporate more 
sophisticated parameters such as geographical proximity. 
�is led us to improve our model by creating a global 
network, and using a weighted modi�cation of a k-near-
est neighbor algorithm (Coomans, 1982). Each node in 
our network represents a country and its size is propor-
tional to the number of countries nearby (this measure is 
called degree centrality, which corresponds to the in�u-
ence of a country over its neighbors.) Its color and relative 
position within the graph correspond to the modularity 
class to which it belongs, a commonly used measure 
which intuitively gives an indication of the in�uential 
community to which a country belongs.

�e graph’s adjacency matrix was generated by assign-
ing links if countries bordered each other geographically 
or were otherwise determined to be in extremely close 
geographical proximity.

Our methodology was to �rst perform the estimates of 
the simple model, and then have the �nal predicted value 
to be a weighted average of all nodes of distance two or 
less apart, using a standard weighting scheme of one 
divided by the distance of the node plus one. 
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While there are certainly merits to that approach, 
there are also a number of drawbacks, such as ignoring 
the potential for human reaction to the environment 
(Chakravorty and Roumasset, 1997). Because most 
models do not focus on this relationship, it has not give 
policy makers a very clear picture of what needs to 
happen on their part.

We propose a model that takes a data-driven approach 
to directly predict human result from human actions 
using machine learning techniques. Using this method-
ology allows us to avoid the pitfalls of the standard 
method by using human action as our independent 
variable. �e advantage of this is that we �t less of the 
noise of the environmental variables which behave indis-
tinguishably from randomness, and we also have the 
possibility of capturing latent variables that may not 
normally be measured by environmental studies.

Visualization of Mean Annual Economic Losses Due to Natural Disasters

A representation of mean annual economic loss by country.

Adapted from “USA and China top global risk ranking for economic 
loss due to natural disasters linked to climate change.” 

Copyright 2009 by Maplecroft.

Earth Damage Score (EDS)

In order to develop a meaningful measure for the envi-
ronmental harm experienced by any particular country, 
we de�ned the yearly Earth Damage Score according to 
the economic loss by that country, measured in 2013 US 
dollars, induced by natural disasters and carbon dioxide 
damage using data obtained from �e World Bank’s 
Databank and Maplecroft. Such a measure was chosen 
because it represents environmental e�ects in a format 
that is easily digestible and directly relevant to policy 
makers.

We designed our models to predict the percent per 
year increase in each country’s Earth Damage Score, 
allowing the models to take compounded e�ects into 
account as is necessary for environmental predictions 
because the e�ects of past actions persevere even as new 
measures are taken.

�roughout this paper, we use root mean square error 
as a metric for the inaccuracies of our predicted data. 
�is commonly used measure for error is obtained by 
squaring the data, then calculating the arithmetic mean 
of the di�erence between the actual and predicted data 
and, �nally, taking the square root. �is is ideal because 
it ensures that small errors in di�ering directions do not 
cancel each other and the unit of measurement is kept 
meaningful.

Human Actions

We chose to use certain economic variables as inputs 
into our model as they are capable of being in�uenced 
directly by legal policy and are indicated by evidence to 
in�uence environmental factors. 

Population and Change In Population
Not only does a rise in population inherently increase 

agricultural and industrial growth, it adds more bodies to 
shelter, transport, and contributes more waste (Good-
land, 1992).

Agricultural Growth
Agricultural practices today result in deforestation, the 

release of pesticides, soil degradation, and water pollution 
from runo�. �ey are also a tremendous consumer of 
energy and a large contributing factor to the emission of 
carbon dioxide and other toxic chemicals into the atmo-
sphere (Trautmann, 2012).
Industrial Growth   

While industrial development is necessary to move 
away from our consumption of fossil fuels and toward a 
more sustainable source of energy, it nonetheless contin-
ues to contribute to the addition of toxic chemicals to 
the environment and carbon dioxide emissions (Grubb, 
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Muller, and Butter, 2004).

GDP Growth
Correlations have been found between economic 

growth and the production rate of pollutants by a coun-
try (Grubb, Muller, and Butter, 2004) (Friedlingstein, 
2010).

Literacy Rate
Literacy rate is a good indicator of poverty within a 

country and it is correlated to other factors such as 
agriculture and industrial growth (Ahluwalia, 1976). It 
combines a number of factors that are subject to human 
in�uence into one easily obtained number.

Data Preparation

All of our economic variables were also obtained from 
the list of world development indicators in �e World 
Bank’s Databank. We collected this information by 
nation for the main reason that the data was already 
recorded that way. We use the �rst time derivative of 
EDS to run our simulation and obtain future predic-
tions, while controlling the second derivative directly to 
represent policy changes in each country.

Assumptions

Environmental damage is influenced by human actions.
Our model measures the e�ect of human action on 

economic loss due to environmental factors. �is is 
widely perceived to be true, but the assumption is neces-
sary for the creation of our model.

Human action can be controlled, at least in part by legal policy.
�is is also perceived to be true, and necessary for 

predicting the possible outcomes of policy change.

Countries that are near each other share similar environmental effects.
Assuming that environmental e�ects spread beyond 

borders allows us to model the interdependencies of the 
environment.

Policy changes are likely to propagate across diplomatic links.
�is assumption allows our model to capture the 

ripple e�ect on the spreading of ideology between 
nations. 

Each country’s environmental invariants behave approximately as 
constant throughout the timeframe of the analysis. 

Our model doesn’t take environmental variables into 

more baselines: a simulated model where the EDS was 
predicted with a normally distributed random variable 
and another naive model which predicted the arithmetic 
mean regardless of input variables. As we can see in the 
table, the economic model does signi�cantly better than 
both the random and constant model, but it is 35% less 
accurate than the environmental model.

account, and thus the model captures national invariants 
such as size, latitude and longitude by solving for a 
constant.

Our calculated Earth Damage Score is a good proxy for the true 
economic loss due to environmental damage.

Solving for any country’s true economic loss due to the 
environment is an incredibly complex problem, and is 
di�cult to measure (it is hard to truly know how some-
thing such as biodiversity loss will cost); therefore we 
assume that our measure approximates the true loss well.

Our Model

Tikhonov Regularization

For a simplistic model, we used Tikhonov Regulariza-
tion, a machine learning algorithm and a form of linear 
regression which includes a regularization matrix to 
prevent over�tting of the data (Hoerl, 1970). �is algo-
rithm is an appropriate choice for the model because it’s 
especially well suited to problems with limited data and a 
relatively small Vapnik–Chervonenkis dimension (Vap-
nik, 2000). Using other models in this situation would 
lead to much worse prediction rates for future applica-
tions.

�e economic variables were the features of the algo-
rithm represented by the A matrix, the changes in EDS 
were represented by the b vector, and the identity matrix 
was used as the regularization matrix, Γ). In addition, 
one binary variable for each country was added as an 
additional feature to allow the algorithm to �nd optimal 
constant values for each country, allowing the algorithm 
to take environmental and geographical invariants into 
account. w is the vector of weights for each feature, with 
the weights of each binary country variable equal to that 
country’s constant value. w is the set of weights that min-
imizes the objective function, and is what is used for 
future prediction tasks.

As a comparison, we implemented a similar model 
with environmental instead of economic variables 
(carbon dioxide emissions,electric power consumption, 
water pollution, livestock production and forest area) in 
order to have a baseline for model accuracy. We had two 

Geographic Network Model

Our simplistic model treated each country as an inde-
pendent entity and wasn’t designed to incorporate more 
sophisticated parameters such as geographical proximity. 
�is led us to improve our model by creating a global 
network, and using a weighted modi�cation of a k-near-
est neighbor algorithm (Coomans, 1982). Each node in 
our network represents a country and its size is propor-
tional to the number of countries nearby (this measure is 
called degree centrality, which corresponds to the in�u-
ence of a country over its neighbors.) Its color and relative 
position within the graph correspond to the modularity 
class to which it belongs, a commonly used measure 
which intuitively gives an indication of the in�uential 
community to which a country belongs.

�e graph’s adjacency matrix was generated by assign-
ing links if countries bordered each other geographically 
or were otherwise determined to be in extremely close 
geographical proximity.

Our methodology was to �rst perform the estimates of 
the simple model, and then have the �nal predicted value 
to be a weighted average of all nodes of distance two or 
less apart, using a standard weighting scheme of one 
divided by the distance of the node plus one. 
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While there are certainly merits to that approach, 
there are also a number of drawbacks, such as ignoring 
the potential for human reaction to the environment 
(Chakravorty and Roumasset, 1997). Because most 
models do not focus on this relationship, it has not give 
policy makers a very clear picture of what needs to 
happen on their part.

We propose a model that takes a data-driven approach 
to directly predict human result from human actions 
using machine learning techniques. Using this method-
ology allows us to avoid the pitfalls of the standard 
method by using human action as our independent 
variable. �e advantage of this is that we �t less of the 
noise of the environmental variables which behave indis-
tinguishably from randomness, and we also have the 
possibility of capturing latent variables that may not 
normally be measured by environmental studies.

Earth Damage Score (EDS)

In order to develop a meaningful measure for the envi-
ronmental harm experienced by any particular country, 
we de�ned the yearly Earth Damage Score according to 
the economic loss by that country, measured in 2013 US 
dollars, induced by natural disasters and carbon dioxide 
damage using data obtained from �e World Bank’s 
Databank and Maplecroft. Such a measure was chosen 
because it represents environmental e�ects in a format 
that is easily digestible and directly relevant to policy 
makers.

We designed our models to predict the percent per 
year increase in each country’s Earth Damage Score, 
allowing the models to take compounded e�ects into 
account as is necessary for environmental predictions 
because the e�ects of past actions persevere even as new 
measures are taken.

�roughout this paper, we use root mean square error 
as a metric for the inaccuracies of our predicted data. 
�is commonly used measure for error is obtained by 
squaring the data, then calculating the arithmetic mean 
of the di�erence between the actual and predicted data 
and, �nally, taking the square root. �is is ideal because 
it ensures that small errors in di�ering directions do not 
cancel each other and the unit of measurement is kept 
meaningful.

Human Actions

We chose to use certain economic variables as inputs 
into our model as they are capable of being in�uenced 
directly by legal policy and are indicated by evidence to 
in�uence environmental factors. 

Population and Change In Population
Not only does a rise in population inherently increase 

agricultural and industrial growth, it adds more bodies to 
shelter, transport, and contributes more waste (Good-
land, 1992).

Agricultural Growth
Agricultural practices today result in deforestation, the 

release of pesticides, soil degradation, and water pollution 
from runo�. �ey are also a tremendous consumer of 
energy and a large contributing factor to the emission of 
carbon dioxide and other toxic chemicals into the atmo-
sphere (Trautmann, 2012).
Industrial Growth   

While industrial development is necessary to move 
away from our consumption of fossil fuels and toward a 
more sustainable source of energy, it nonetheless contin-
ues to contribute to the addition of toxic chemicals to 
the environment and carbon dioxide emissions (Grubb, 

Muller, and Butter, 2004).

GDP Growth
Correlations have been found between economic 

growth and the production rate of pollutants by a coun-
try (Grubb, Muller, and Butter, 2004) (Friedlingstein, 
2010).

Literacy Rate
Literacy rate is a good indicator of poverty within a 

country and it is correlated to other factors such as 
agriculture and industrial growth (Ahluwalia, 1976). It 
combines a number of factors that are subject to human 
in�uence into one easily obtained number.

Data Preparation

All of our economic variables were also obtained from 
the list of world development indicators in �e World 
Bank’s Databank. We collected this information by 
nation for the main reason that the data was already 
recorded that way. We use the �rst time derivative of 
EDS to run our simulation and obtain future predic-
tions, while controlling the second derivative directly to 
represent policy changes in each country.

Assumptions

Environmental damage is influenced by human actions.
Our model measures the e�ect of human action on 

economic loss due to environmental factors. �is is 
widely perceived to be true, but the assumption is neces-
sary for the creation of our model.

Human action can be controlled, at least in part by legal policy.
�is is also perceived to be true, and necessary for 

predicting the possible outcomes of policy change.

Countries that are near each other share similar environmental effects.
Assuming that environmental e�ects spread beyond 

borders allows us to model the interdependencies of the 
environment.

Policy changes are likely to propagate across diplomatic links.
�is assumption allows our model to capture the 

ripple e�ect on the spreading of ideology between 
nations. 

Each country’s environmental invariants behave approximately as 
constant throughout the timeframe of the analysis. 

Our model doesn’t take environmental variables into 

more baselines: a simulated model where the EDS was 
predicted with a normally distributed random variable 
and another naive model which predicted the arithmetic 
mean regardless of input variables. As we can see in the 
table, the economic model does signi�cantly better than 
both the random and constant model, but it is 35% less 
accurate than the environmental model.

min
w

‖Aw − b‖2 + ‖Γw‖2

ŵ = (ATA + ΓTΓ)−1ATb

account, and thus the model captures national invariants 
such as size, latitude and longitude by solving for a 
constant.

Our calculated Earth Damage Score is a good proxy for the true 
economic loss due to environmental damage.

Solving for any country’s true economic loss due to the 
environment is an incredibly complex problem, and is 
di�cult to measure (it is hard to truly know how some-
thing such as biodiversity loss will cost); therefore we 
assume that our measure approximates the true loss well.

Our Model

Tikhonov Regularization

For a simplistic model, we used Tikhonov Regulariza-
tion, a machine learning algorithm and a form of linear 
regression which includes a regularization matrix to 
prevent over�tting of the data (Hoerl, 1970). �is algo-
rithm is an appropriate choice for the model because it’s 
especially well suited to problems with limited data and a 
relatively small Vapnik–Chervonenkis dimension (Vap-
nik, 2000). Using other models in this situation would 
lead to much worse prediction rates for future applica-
tions.

�e economic variables were the features of the algo-
rithm represented by the A matrix, the changes in EDS 
were represented by the b vector, and the identity matrix 
was used as the regularization matrix, Γ). In addition, 
one binary variable for each country was added as an 
additional feature to allow the algorithm to �nd optimal 
constant values for each country, allowing the algorithm 
to take environmental and geographical invariants into 
account. w is the vector of weights for each feature, with 
the weights of each binary country variable equal to that 
country’s constant value. w is the set of weights that min-
imizes the objective function, and is what is used for 
future prediction tasks.

As a comparison, we implemented a similar model 
with environmental instead of economic variables 
(carbon dioxide emissions,electric power consumption, 
water pollution, livestock production and forest area) in 
order to have a baseline for model accuracy. We had two 

ˆ

Geographic Network Model

Our simplistic model treated each country as an inde-
pendent entity and wasn’t designed to incorporate more 
sophisticated parameters such as geographical proximity. 
�is led us to improve our model by creating a global 
network, and using a weighted modi�cation of a k-near-
est neighbor algorithm (Coomans, 1982). Each node in 
our network represents a country and its size is propor-
tional to the number of countries nearby (this measure is 
called degree centrality, which corresponds to the in�u-
ence of a country over its neighbors.) Its color and relative 
position within the graph correspond to the modularity 
class to which it belongs, a commonly used measure 
which intuitively gives an indication of the in�uential 
community to which a country belongs.

�e graph’s adjacency matrix was generated by assign-
ing links if countries bordered each other geographically 
or were otherwise determined to be in extremely close 
geographical proximity.

Our methodology was to �rst perform the estimates of 
the simple model, and then have the �nal predicted value 
to be a weighted average of all nodes of distance two or 
less apart, using a standard weighting scheme of one 
divided by the distance of the node plus one. 
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Introduction

Clarification of the Problem

Despite the best e�orts of the scienti�c community, 
many aspects of environmental science are di�cult to 
model, and it is especially di�cult to see the cause and 
e�ect dynamics of human action due to the inherent 
randomness of the relationship between anthropogenic 
factors and environmental response (Pindyck, 2007). 
Given the di�culties of this position, we seek to create a 
new model that looks to the human aspect of ecological 
damage for better understanding of how human reac-
tions can alter the fate of the planet.

Model Design

Standard approaches to environmental modeling 
involve measuring intermediate environmental variables 
to form the link between human actions towards Earth’s 
environment and Mother Nature’s response. 

While there are certainly merits to that approach, 
there are also a number of drawbacks, such as ignoring 
the potential for human reaction to the environment 
(Chakravorty and Roumasset, 1997). Because most 
models do not focus on this relationship, it has not give 
policy makers a very clear picture of what needs to 
happen on their part.

We propose a model that takes a data-driven approach 
to directly predict human result from human actions 
using machine learning techniques. Using this method-
ology allows us to avoid the pitfalls of the standard 
method by using human action as our independent 
variable. �e advantage of this is that we �t less of the 
noise of the environmental variables which behave indis-
tinguishably from randomness, and we also have the 
possibility of capturing latent variables that may not 
normally be measured by environmental studies.

Earth Damage Score (EDS)

In order to develop a meaningful measure for the envi-
ronmental harm experienced by any particular country, 
we de�ned the yearly Earth Damage Score according to 
the economic loss by that country, measured in 2013 US 
dollars, induced by natural disasters and carbon dioxide 
damage using data obtained from �e World Bank’s 
Databank and Maplecroft. Such a measure was chosen 
because it represents environmental e�ects in a format 
that is easily digestible and directly relevant to policy 
makers.

We designed our models to predict the percent per 
year increase in each country’s Earth Damage Score, 
allowing the models to take compounded e�ects into 
account as is necessary for environmental predictions 
because the e�ects of past actions persevere even as new 
measures are taken.

�roughout this paper, we use root mean square error 
as a metric for the inaccuracies of our predicted data. 
�is commonly used measure for error is obtained by 
squaring the data, then calculating the arithmetic mean 
of the di�erence between the actual and predicted data 
and, �nally, taking the square root. �is is ideal because 
it ensures that small errors in di�ering directions do not 
cancel each other and the unit of measurement is kept 
meaningful.

Human Actions

We chose to use certain economic variables as inputs 
into our model as they are capable of being in�uenced 
directly by legal policy and are indicated by evidence to 
in�uence environmental factors. 

Population and Change In Population
Not only does a rise in population inherently increase 

agricultural and industrial growth, it adds more bodies to 
shelter, transport, and contributes more waste (Good-
land, 1992).

Agricultural Growth
Agricultural practices today result in deforestation, the 

release of pesticides, soil degradation, and water pollution 
from runo�. �ey are also a tremendous consumer of 
energy and a large contributing factor to the emission of 
carbon dioxide and other toxic chemicals into the atmo-
sphere (Trautmann, 2012).
Industrial Growth   

While industrial development is necessary to move 
away from our consumption of fossil fuels and toward a 
more sustainable source of energy, it nonetheless contin-
ues to contribute to the addition of toxic chemicals to 
the environment and carbon dioxide emissions (Grubb, 

Muller, and Butter, 2004).

GDP Growth
Correlations have been found between economic 

growth and the production rate of pollutants by a coun-
try (Grubb, Muller, and Butter, 2004) (Friedlingstein, 
2010).

Literacy Rate
Literacy rate is a good indicator of poverty within a 

country and it is correlated to other factors such as 
agriculture and industrial growth (Ahluwalia, 1976). It 
combines a number of factors that are subject to human 
in�uence into one easily obtained number.

Data Preparation

All of our economic variables were also obtained from 
the list of world development indicators in �e World 
Bank’s Databank. We collected this information by 
nation for the main reason that the data was already 
recorded that way. We use the �rst time derivative of 
EDS to run our simulation and obtain future predic-
tions, while controlling the second derivative directly to 
represent policy changes in each country.

Assumptions

Environmental damage is influenced by human actions.
Our model measures the e�ect of human action on 

economic loss due to environmental factors. �is is 
widely perceived to be true, but the assumption is neces-
sary for the creation of our model.

Human action can be controlled, at least in part by legal policy.
�is is also perceived to be true, and necessary for 

predicting the possible outcomes of policy change.

Countries that are near each other share similar environmental effects.
Assuming that environmental e�ects spread beyond 

borders allows us to model the interdependencies of the 
environment.

Policy changes are likely to propagate across diplomatic links.
�is assumption allows our model to capture the 

ripple e�ect on the spreading of ideology between 
nations. 

Each country’s environmental invariants behave approximately as 
constant throughout the timeframe of the analysis. 

Our model doesn’t take environmental variables into 

more baselines: a simulated model where the EDS was 
predicted with a normally distributed random variable 
and another naive model which predicted the arithmetic 
mean regardless of input variables. As we can see in the 
table, the economic model does signi�cantly better than 
both the random and constant model, but it is 35% less 
accurate than the environmental model.

account, and thus the model captures national invariants 
such as size, latitude and longitude by solving for a 
constant.

Our calculated Earth Damage Score is a good proxy for the true 
economic loss due to environmental damage.

Solving for any country’s true economic loss due to the 
environment is an incredibly complex problem, and is 
di�cult to measure (it is hard to truly know how some-
thing such as biodiversity loss will cost); therefore we 
assume that our measure approximates the true loss well.

Our Model

Tikhonov Regularization

For a simplistic model, we used Tikhonov Regulariza-
tion, a machine learning algorithm and a form of linear 
regression which includes a regularization matrix to 
prevent over�tting of the data (Hoerl, 1970). �is algo-
rithm is an appropriate choice for the model because it’s 
especially well suited to problems with limited data and a 
relatively small Vapnik–Chervonenkis dimension (Vap-
nik, 2000). Using other models in this situation would 
lead to much worse prediction rates for future applica-
tions.

�e economic variables were the features of the algo-
rithm represented by the A matrix, the changes in EDS 
were represented by the b vector, and the identity matrix 
was used as the regularization matrix, Γ). In addition, 
one binary variable for each country was added as an 
additional feature to allow the algorithm to �nd optimal 
constant values for each country, allowing the algorithm 
to take environmental and geographical invariants into 
account. w is the vector of weights for each feature, with 
the weights of each binary country variable equal to that 
country’s constant value. w is the set of weights that min-
imizes the objective function, and is what is used for 
future prediction tasks.

As a comparison, we implemented a similar model 
with environmental instead of economic variables 
(carbon dioxide emissions,electric power consumption, 
water pollution, livestock production and forest area) in 
order to have a baseline for model accuracy. We had two 
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Model Root Mean Square Error (Percent Per Year) 
Random 2.86 

Constant (Mean) 2.39 

Economic 1.55 

Environmental 1.50 
 

Geographic Network Model

Our simplistic model treated each country as an inde-
pendent entity and wasn’t designed to incorporate more 
sophisticated parameters such as geographical proximity. 
�is led us to improve our model by creating a global 
network, and using a weighted modi�cation of a k-near-
est neighbor algorithm (Coomans, 1982). Each node in 
our network represents a country and its size is propor-
tional to the number of countries nearby (this measure is 
called degree centrality, which corresponds to the in�u-
ence of a country over its neighbors.) Its color and relative 
position within the graph correspond to the modularity 
class to which it belongs, a commonly used measure 
which intuitively gives an indication of the in�uential 
community to which a country belongs.

India

Tanzania

Congo

Zambia

Brazil

Russia
Vietnam

China

Geographic Network

Countries are considered adjacent 
if they geometrically border one another.

Node size corresponds to the number
of bordering countries.

Color represents modularity class or,
intuitively, the community to which
a country belongs.

    

�e graph’s adjacency matrix was generated by assign-
ing links if countries bordered each other geographically 
or were otherwise determined to be in extremely close 
geographical proximity.

Our methodology was to �rst perform the estimates of 
the simple model, and then have the �nal predicted value 
to be a weighted average of all nodes of distance two or 
less apart, using a standard weighting scheme of one 
divided by the distance of the node plus one. 

EDSi,final =

∑
‖i,j‖≤2

EDSj,initial
‖i,j‖+1

∑
‖i,j‖≤2

1
‖i,j‖+1

Applying this modi�cation to our simplistic model 
resulted in a 25% decrease in root mean square error for 
predicting EDS.

Hybrid Network Model

Policies of one country can easily in�uence those of 
their allies (Hartigan, 1979). �is led us to model anoth-
er dynamic which we have yet to take into account: the 
diplomatic relationships between countries. By designing 
an adjacency matrix with weights corresponding to the 
perceived strength of the diplomatic relations and apply-
ing the same algorithm we used for the geographic 
network model, we obtain a model which is capable of 
simulating the “ripple e�ect”, demonstrating social in�u-
ence (Cialdini, 2001).

We created the adjacency matrix by weighting each 
link’s strength by the number of times each pair of coun-
tries were in common political and economic intergov-
ernmental organizations. �is matrix was then normal-
ized so that the maximum value of a link’s weight could 

not exceed one. We are assuming that this value is a good 
measure of the diplomatic relationship between nations. 
Furthermore, we applied an unsupervised learning algo-
rithm, k-means clustering with three means, to �nd 
relationships between any pair of countries with similar 
behavior (Hartigan, 1979). �ese similarities were also 
represented as edges in the modi�ed adjacency matrix.

Below, we graph the 88 EDS curves, one for each 
country in our data, with the color of the curve corre-
sponding to the cluster that the country belongs to. We 
further demonstrate the clustering by plotting the data 
points of each country in a two dimensional representa-
tion using a technique called randomized principal com-
ponent analysis (Rokhlin, 2009).

In order to recapture the in�uence of geographic prox-
imity in our model, we decided to superimpose our two 
previous networks by assigning them parameters in order 
to create a realistically scaled linear combination of link 
weights. We found that the minimum error was obtained 
when the scaling parameter for the diplomatic network 

was roughly nine times that of the geographic network. 
Using these parameters, we were able to obtain the opti-
mal combination of geographic and diplomatic relation-
ships between countries - our  hybrid network.

�is allows us to obtain our optimal RMS error, 23% 
lower than with the geographical network model alone.



Applying this modi�cation to our simplistic model 
resulted in a 25% decrease in root mean square error for 
predicting EDS.

Hybrid Network Model

Policies of one country can easily in�uence those of 
their allies (Hartigan, 1979). �is led us to model anoth-
er dynamic which we have yet to take into account: the 
diplomatic relationships between countries. By designing 
an adjacency matrix with weights corresponding to the 
perceived strength of the diplomatic relations and apply-
ing the same algorithm we used for the geographic 
network model, we obtain a model which is capable of 
simulating the “ripple e�ect”, demonstrating social in�u-
ence (Cialdini, 2001).

We created the adjacency matrix by weighting each 
link’s strength by the number of times each pair of coun-
tries were in common political and economic intergov-
ernmental organizations. �is matrix was then normal-
ized so that the maximum value of a link’s weight could 

not exceed one. We are assuming that this value is a good 
measure of the diplomatic relationship between nations. 
Furthermore, we applied an unsupervised learning algo-
rithm, k-means clustering with three means, to �nd 
relationships between any pair of countries with similar 
behavior (Hartigan, 1979). �ese similarities were also 
represented as edges in the modi�ed adjacency matrix.

Below, we graph the 88 EDS curves, one for each 
country in our data, with the color of the curve corre-
sponding to the cluster that the country belongs to. We 
further demonstrate the clustering by plotting the data 
points of each country in a two dimensional representa-
tion using a technique called randomized principal com-
ponent analysis (Rokhlin, 2009).

In order to recapture the in�uence of geographic prox-
imity in our model, we decided to superimpose our two 
previous networks by assigning them parameters in order 
to create a realistically scaled linear combination of link 
weights. We found that the minimum error was obtained 
when the scaling parameter for the diplomatic network 
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USA

China

India

Russia

Hybrid Network

Countries are considered adjacent 
if they are geometrically close or share
diplomatic links.

Node size corresponds to the PageRank
of each country, our measure of diplomatic
influence.

Color represents modularity class or,
intuitively, the community to which
a country belongs.
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was roughly nine times that of the geographic network. 
Using these parameters, we were able to obtain the opti-
mal combination of geographic and diplomatic relation-
ships between countries - our  hybrid network.

�is allows us to obtain our optimal RMS error, 23% 
lower than with the geographical network model alone.
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Measuring Centrality with PageRank

As our choice for a measure of a country’s importance 
in this hybrid model, we can no longer simply use degree 
centrality because nodes with links of lower weight are 
less in�uential than those with higher weight. It thus 
becomes necessary for us to adopt a new metric for the 
in�uence of a node. A common choice is betweenness 
centrality, which measures how many times a node acts 
as a bridge. �is is not a good criteria because there are a 
number of countries, such as Kyrgyzstan, which interact 
with several distinct groups yet have very little in�uential 
power. Another choice is closeness centrality, which is 
essentially a measure of average path length between a 
given node and any other node in the network. Again, 
this is a bad choice because although it gives some sense 
of how quickly policy changes could propagate through 
the network, it still neglects the weights of each connec-
tion and thus does not provide a very good idea of a 
country’s in�uence.

Instead, we use the PageRank link analysis algorithm 
to determine our metric of in�uential power (Page, Brin, 
Motwani, and Winograd, 1999). �is turns out to be an 
excellent measure of relative importance and it is repre-
sented in our graph by the size of each node. Color and 
location again represent modularity class.

The Biggest Influences

As another method of identifying key nodes in our 
graph, we solved for which countries could make the 
largest overall e�ect on average EDS. In order to calcu-
late this for each country, we solved for the direction of 
the second derivative of economic variables, which we 
assumed policy could in�uence, that would minimize 
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average EDS, and found the di�erence between imple-
menting a predicted optimal policy versus not imple-
menting any policy. Not implementing any policy is 
equivalent to setting the second derivative of the 
economic variables to be zero. �e results of this are 
shown below.

Our model predicts that the countries that could 
make the largest di�erence in the world’s EDS are China, 
the United States, and to a lesser extent India. �e di�er-
ence that they make is several orders of magnitude larger 
than that possible by the rest of the countries. Our model 
predicts that implementing optimal policy in any two of 
the top three countries would be enough stabilize the 
EDS score for many generations, and implementing opti-
mal policy in all three of China, the USA, and India, 
could bring the entire world’s EDS down in slightly less 
than �ve years.

Furthermore, this analysis gives us a human interpre-
table direction of the optimal second derivative of our 
economic variables. Based on the data, optimal policy 
greatly emphasizes a decrease in the growth rate of the 
country’s population. �is knowledge can be used to 
further inform policy makers of the most e�ective 
policies to reduce EDS.
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Sensitivity Analysis
A certain amount of con�dence in environmental 

models is necessary for policy making decisions because, 
without it, it is di�cult to determine the best policy to 
use, and the bene�ts of implementing it, if any, and 
currently policy makers do not have this level of con�-
dence to make the best decisions (Pindyck, 2007). 
Because of this necessity, it is especially important to 
achieve as much con�dence in our predictions as possi-
ble, thus we performed multiple forms of sensitivity anal-
ysis.

Cross Validation
We initially used 10-fold cross validation, a common 

standard for measuring the robustness of algorithms 
(Kohavi, 1995). �e method involves randomly parti-
tioning the data into tenths, and for each tenth, the 
remaining nine are used to predict its EDS. �is method 
shows the cross-validation error less than 6% higher than 
training set error, demonstrating robustness of the model 
(Krogh, 1995).
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environmental variables into account.
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Test Set Future Prediction
As a third form of verifying model accuracy, we parti-

tioned the last three years of our data into a test set, and 
only trained the model, including clustering and hyper-
parameter optimization, on the remaining data. We then 
attempted to predict the EDS of our test set data given its 
economic variables. �is prediction was within 5% of the 
true EDS, showing our model to provide excellent accu-
racy for medium length intervals of time (less than 15 
years) (Schapire, 1999).
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Flexible Model
Our model was designed to be extremely �exible with 

the types of data it can use for prediction. �is design 
choice was made in hope that if it’s used in the future, we 
can provide even better predictions.

Stable Predictions
We veri�ed with a variety of methods that our model 

has very stable solutions, allowing us to make predictions 
with con�dence, which is especially important in this 
�eld.

Simplicity and Human Interpretability
By using simple but powerful models, we retain major-

ity of the accuracy of a complex model, with the added 
bene�t that the every parameter of the algorithm is inter-
pretable by humans, thus empowering our decision 
making ability.

Weaknesses
Data Limitations

We chose to use an entirely data-driven model to 
attain maximum accuracy. Unfortunately, we weren’t 
able to take countries into account whose data was too 
incomplete, even for state of the art data imputation tech-
niques. �is caused a selection bias within our model, 
and most notably, a majority of the European Union was 
missing. �is easily could have made a di�erence in our 
predictions, but without the data, we are in no position 
to speculate. �ankfully, we achieved excellent predic-
tion accuracy despite the missing data.

Domain Expertise
Like the majority of machine learning algorithms, our 

model can’t easily take the knowledge of an expert of 
environmental science to enhance its predictive capabili-
ties. We justify the usage of machine learning because 
most models today have an entirely di�erent focus than 
ours, and thus wouldn’t signi�cantly aid our model. 

Long Term Predictions
Our model su�ers from the same �aw as all other envi-

ronmental models: a lack of understanding of the Earth’s 
reactions to the ‘state shifts’ that we are so very concerned 
with, i.e. global climate change. When the Earth crosses 
these ‘critical transitions,’ it tends to very abruptly over-
ride the very trends all models are based o� of (Barnosky, 
Hadly, Bascompte, Berlow, Brown, Fortelius, Getz & 
Smith, 2012). We certainly do not know what will 
happen to the human factors when the Earth crosses this 
threshold.

Recommendations
Based on the results of our model, we have a few 

recommendations for the world, especially the policy 
makers.

Record More Data
Recording data for your respective countries will only 

help inform you and all of your fellow citizens. As com-
puters get more and more capable of handling all the data 
that is collected, you put yourselves in a position to be 
helped as much as possible.

Tailor Your Models
By including economic and other social measures in 

creating ecological predictions, you not only add an 
important dimension to the problem itself, but it is easier 
to understand how we as humans can in�uence our envi-
ronmental future.

Make a Change
Our research indicates that the best use of policy is 

population management. Our model has predicted this 
to be good for both the environment and the economy, 
and others have made similar claims (Bongaarts, 1992). 
�e highest compliment that we as a team could receive 
is for our model to be used with even more data to help 
inform and make a positive change in policy.
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